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leaf on the (unique) path starting at the root, and successively following the projecting daughters

$\tau$ displays feature $f: \Longleftrightarrow \tau$ 's head-label is of the form $f \alpha$

- Expressions can be built up from other expressions by applying structure building functions.
- The applications of these functions are triggered by particular instances of syntactic features appearing in the leaf-labels of the trees to which the functions are applied.
- After having been applied the triggering instances are deleted and count as checked.
- Different structure building operations are triggered by different types of syntactic features.


## Syntactic features (the set Syn)

- Syn is partitioned into ...

$$
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## Syntactic features (the set Syn)

- Syn is partitioned into ...

$$
\begin{aligned}
\text { Base } & =\{\mathrm{x}, \mathrm{y}, \mathrm{z}, \ldots\} & & \text { (basic) categories } \\
\text { Select } & =\{=\mathrm{x},=\mathrm{y},=\mathrm{z}, \ldots\} & & \text { (merge-)selectors }
\end{aligned}
$$

$\begin{array}{rlr}\text { Licensees } & =\{-\mathrm{x},-\mathrm{y},-\mathrm{z}, \ldots\} & \\ \text { Licensors } & =\{+\mathrm{x},+\mathrm{y},+\mathrm{z}, \ldots\} & \text { (move)-licensees } \\ \text { (move)-licensors }\end{array}$

■ NonSyn ${ }^{*}=\{$ book, which, Mary_read $, \ldots, \emptyset, \ldots\}$

## Structure building functions

```
merge : Exp(Feat) }\times\operatorname{Exp}(\mathrm{ Feat ) part Exp(Feat)
```
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(selecting tree is simple)

$$
=v .=d . i . \emptyset
$$



$$
\text { =v.=d.i. } \emptyset
$$
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## Structure building functions

move : Exp(Feat) $\xrightarrow{\text { part }} \operatorname{Exp}($ Feat $)$
$\phi \in$ Domain(move) $: \Longleftrightarrow$

- $\phi$ displays feature $+x \in$ Licensors
- there is exactly one maximal projection $\psi$ within
$\phi$ that displays feature $-x \in$ Licensees
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## An MG-lexicon

$$
\begin{array}{lll}
\text { n.book } & \text { d.she } & \text { =d.v.like } \\
=\text { n.d.-wh. which } & \text { =v.=d.i. } \emptyset & =\text { i.c.that } \\
=\text { i.+wh.c.did } & \text { i.Mary_read } &
\end{array}
$$
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\begin{array}{llll}
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- Lex is a finite set of simple expressions with labels from Syn*NonSyn*

■ $\Omega=\{$ merge, move $\}$
[structure building functions]

- ce Base
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The tree and string language generated by G
$\mathrm{T}(\mathrm{G})=\{\tau \mid \tau \in \operatorname{Closure}(\mathrm{G})$ and complete $\}$
$\mathrm{L}(\mathrm{G})=\left\{\operatorname{yield}_{\text {NonSyn }}(\tau) \mid \tau \in \mathrm{T}(\mathrm{G})\right\}$
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Thus, in particular, for each MG there is an LCFRS deriving the same string language. This can be shown applying the methods which were developed in Michaelis 2001a for exactly this purpose, and which led to the succinct, chain-based MGreformulation presented in Stabler \& Keenan 2000 - reducing "classical" MGs to their "bare essentials."
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- Reduce $\tau$ to a tuple such that for each maximal projection displaying an unchecked syntactic feature, there is exactly one component of the tuple consisting of the projection's head-label, but with the suffix of non-syntactic features truncated.
$\leadsto$ only finitely many equivalence classes
Relevance:
The resulting tuple has at most $\mathrm{m}+1$ components, $\mathrm{m}=\mid$ Licensees $\mid$.
Structure building by cancellation of features:
Each tuple component is the suffix of the syntactic prefix of the label of a lexical item.
$\leadsto$ regarding the partition, applications of 'merge' and 'move' do not depend on the chosen representatives


## A weakly equivalent LCFRS

- The nonterminating rules:
(1) $\mathrm{T} \rightarrow$ merge $_{\mathrm{U}, \mathrm{V}}(\mathrm{U}, \mathrm{V})$
$\mathrm{T}, \mathrm{U}$ and V the "representatives" of some $\tau, \boldsymbol{v}$ and $\phi \in$ RClosure, respectively, such that $\tau=\operatorname{merge}(v, \phi)$.
(2) $\mathrm{T} \rightarrow$ move $_{\cup}(\mathrm{U})$

T and U the "representatives" of some $\tau$ and $\boldsymbol{v} \in$ RClosure, respectively, such that $\tau=\operatorname{move}(v)$.

- The terminating rules:
(3) $\mathrm{T} \rightarrow \nu$

T the "representative" of $\tau \in$ Lex with label $\sigma \nu$, where $\sigma \in$ Syn, and $\nu \in$ NonSyn.

## A weakly equivalent LCFRS

- "Reconstruction" of the non-syntactic material is possible by means of the regular functions of the LCFRS:

$$
\mathrm{T} \vec{G}^{*}\left\langle\nu_{0}, \ldots, \nu_{\mathrm{m}}\right\rangle \in \text { Strings(NonSyn) }{ }^{\mathrm{m}+1}
$$

(a) T the "representative" of $\tau \in \mathrm{RClosure}(\mathrm{G})$.
(b) For $\left\{I_{1}, \ldots I_{m}\right\}$, an enumeration of Licensees,
$\nu_{0}$ is the "non-extractable" part of the non-syntactic yield of $\tau$, i.e., that part of the non-sytactic yield of $\tau$ which by no means would be pied-piped if some proper subtree of $\tau$ became subject to movement.

For $1 \leq \mathrm{i} \leq \mathrm{m}$,
if there is no subtree of $\tau$ displaying licensee $l_{i}$, then $\nu_{i}=\varepsilon$.
Otherwise, $\nu_{i}$ is the "non-extractable" part of the non-syntactic yield of $\tau_{\mathrm{i}}$, the subtree of $\tau$ displaying licensee $\mathrm{I}_{\mathrm{i}}$.
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