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Chapter One:
I ntroduction

This disertation deds with several phenomena usualy subsumed under the cdegory of
(in)definiteness. There ae nealy as many proposals on hav to describe this category
semantically as there are semantic frameworks. In traditional truth-conditional semantics from
Russll to Montague, it is assumed that indefinites express an existential statement, while
definites cary additionally some uniqueness requirement. More recent approades like
DiscourseRepresentation Theory (Kamp['81], Kamp & Reyl€['93]) or File Change Semantics
(Heim['82]) prefer to assume that definites and indefinites perform diff erent adions on some
discourse model. As a common integrator, most influential semantic frameworks consider
definiteness to be a central issue of semantic theory.

One might wonder whether this dichatomy isredly that important after al. There ae
a considerable number of languages that do well withou any marking d definiteness and
even in languages suich as Engish and German, where the ontrast is expressd
morphologically, it is highly redundant. (I was once told a very ill uminating story'abou a
Japanese woman living in Germany who krew German superficially very well. She never
used any articles. Her German coll eagues nat only failed to missthem, they even failed to
notice it at all.)

Of course the mmmunicaive redundancy of definitenessdoes not sufficeto prove its
theoretical marginality. There ae quite many widespread phenomena in dfferent languages
that are prima facie related to definiteness They are usualy covered with the nation o
"DefinitenessEffed”. We do nd intend to investigate these systematicdly here, but it is
questionable whether this term is redly appropriate. As an example, the most prominent
instance, Engliskthereconstructions, is obviously not related to definiteness at all.

(1) a. There is only John in the garden.
b. There was the biggest car I've ever seen in front of his house. (Chris Wilder, p.c.)

| am not aware of any definition d indefinitenessthat covers only John or the biggest car
I've eve seen. Whatever the cdegory is the mda of there-sentencesis nsitive for, it is nat
definiteness.

Similar considrations arise when we cnsider scrambling in German?, another all eged

by Manfred Pinkal (p.c.)

°To be predse, there ae (at least) two kinds of scrambling in German. One is very similar to I-
topicdization, i.e. the scrambled item receves a heavy rising accent, and if scope-beaing items are involved,

we have an inverted interpretation. All kinds of maximal projedions, including remnant VPs can be &feded by
(continued...)



2 Chapter 1. Introduction

instance of the DefinitenessEffect. Several authors (Lenerz['77], Reis['87], and, more recently,
Buring['94]) have propased that in German, the surface position of arguments inside or outside
VPislargely determined by dEfiniteness. Provided that no focus- or animacy-effects intervene,
definite subjeds and oljeds have to occur in a VP-external position, whil e indefinites remain

in situ. Most data support this view.

(2) a. Peter hat gestern ein Buch gekaulft.
Peter has yesterday a book bought
b. “Peter hat ein Buch gestern gekauft
Peter has a book yesterday bought
‘Yesterday, Peter bought a book’
(3) a. 7Peter hat gestern das Buch gekauft.
Peter has yesterday the book bought
b. Peter hat das Buch gestern gekauft
Peter has the book yesterday bought
'Peter bought the book yesterday'

If we asume that the adverb gestern 'yesterday' marks the VP-boundxry, the indefinite objed
is preferred in the VP-internal position and the definite one in the VP-external paosition.
Nevertheless,there ae munterexamples. Name-like definites like die Bibel 'the Bible' are
allowed in both positions equally well, and specific indefinites occur in scrambled positions.

(4) a. Peter hat gestern die Bibel gekauft.
Peter has yesterday the Bible bought
b. Peter hat die Bibel gestern gekauft
Peter has the Bible yesterday bought
‘Yesterday, Peter bought the Bible'
(5) a. Hans hat einen bestimmten Studenten noch nie gesehen.

%(...continued)
this process.

0] (weil) das [, FREIwillig]; / NIEmand \ t tun wirde
(since) this voluntarily nobody do would
‘Since nobody would do this voluntarily'

(i) weil mit Sicherheijt/ NIEmand \ tdie Wahrheit kennt
since with security  nobody the truth knows
‘Since nobody knows the truth for sure’

We are only interested in the second kind o scrambling which is restricted to DPs and some PFs, involves only
deaccentuation of the scrambled item and does not give rise to scope inversion.



Hans has a certain student still never seen
b. "Hans hat noch nie einen bestimmten Studenten gesehen.
Hans has still never a  certain student seen

'There is a certain student that Hans never saw'

As it turns out, there ae other fadors srambling is ensitive to that usualy coincide with

definiteness, but sometimes the distinctions are orthogoral to ead aher. There is a lot of

recent crosdinguistic work that showsthat this property of scramblingisnat a pure idiosyncrasy

of German. Comparable observations can be made for Dutch (de Hood'93]) and - more

unexpectedly- Cashmerese (Rajesh Bhatt, p.c.). Meinunger['95 shows convincingly that for

instance cae dternation prenomenain Finnish and Russan and cliti c douling in Romance and
Bantu-languageshoud be treaed ona par with scrambling. This enables us to assume that

there is anather dichotomy besides (in)definiteness that is resporsible for the mentioned

contrasts. | dedded to cdl those items that are marked by scrambling/ structural case/ clitic

doubling Topic, bu the nomenclature is of minor importance. Probably, there is a kind o

feaure spedficaion default that requires definites to be Topics and indefinitesto be nonTopics,

but there ae exceptionsin bah dredions. It isvery likely that the cdegory Topic is universally
present, while there is no real to assume that langueges that do nd express definiteness
morphologically have that category at all.

The aim of this dissertationisto gve an explicit formal spedficaion d the semantic
impad of the cdegory "Topic". In order to do so, we review three representative semantic
frameworks in chapter two. We start with a brief overview on hesic idess of Montague
Semantics, panting ou in particular its $rortcomings in connection with anaphora phenomena.
Subsequently, the main ideas of Irene Heim'g['82] Fil e Change Semantics are presented in more
detail, and that modd is compared with Montague Semantics both w.r.t. the ampiricd
predictionsand the methoddogy. We will come to the conclusion that File Change Semantics
isvery succesdul asfar asthe empiricd coverageis concerned, but that Montague Semantics is
much more restrictive methoddogicdly. Therefore, finally, asynthesis of bath, cdled Dynamic
Extensional Type Theory (DETT), is developed that owes its design to Groenendijk &
Stokhd's['91a]Dynamic Montague Grammar. Apart from the frameworks mentioned, DETT
borrows important features from Dekker's['93] Extensional Dynamic Predicate Logic.

In chapter threg we seek to extend the mverage of DETT to definite descriptions. It
is argued that this isimpaossble withou taking the caegory Topic into acourt. To describe
the semantics of Topics, a formalism more powerful than DETT is needed. In particular, the
twofold dstinction between novel and familiar discourse referents proves to be not finegrained
enough.Intuitively, we have to dstingush (at least) two layers of discourse referents. Similar
ideas - figuring uncder the headers "Centering” or "Focus' - are drealy qute common in
computational lingustics (cf. Grosz/Joshi/Weinstein['83], Grosz & Sidner['86], Bosch['88]
among many athers). Nevertheless this dissertation is to my knowledge the first attempt to
elaborate onthese insightsin a mmpositional model of natural language semantics. As starting
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point, Groenendij k/Stokhd/Veltman'y'93, '94 Dynamic Modal Predicae Logic is used. Its
main fedures are incorporated into the overall architedure of DETT. The resulting system is
cdledDynamic Intensional Type Theory (DITT). DITT provides an adequate formal tool to
define a template that shifts the meanings of determiners heading nonTopic DPs to the
meanings of the arrespondng Topics. Thisalowsusto gve aunique semantics of the definite
determiner that covers a wide variety of apparently unrelated readings of this item.

In chapter four, the influence of the Topic-template on indefinite DPs is investigated.
It is shown that it offers abasis for a unified acount of widely discussed phenomena like the
partitive readings of wea& quantifiers and the propation groblem in connedion with donley
conditionals.



Chapter Two:
The Dynamic Framework

2.1 Donkey Sentences and Cross-sentential Anaphora

In the ealy 19805, the Montagovian approac to natural |anguage semantics was chall enged
by two olservations concerning anaphaa. The first - and in fad the aucia one - concerns
the so-called donkey sentences

(1) Every farmer who owns a donkdeats it
(2) If a farmer owns a donkgyhe beats it

The cmpaositional trandation d these sentences into Predicate Logic in the spirit of Montague
gives us (ignoring intensionality for the moment)

(3) vx[farmer' (x) A Jy[donkey(y) A own'(X,y)] - beat'(x,y)]
4) Ix[farmer' (x) A dy[donkey'(y) A own'(x,y)]] - beat'(x,y)

whichisobvioudy na the desired result. The important features which matter for our purposes
are that the indefinite determiner istranslated as an existential quantifier and that the anaphoric
pronounsare trandlated as variables. The problem in bah casesis that the variable "y" in the
consequence of the implicaionis free Hence, acording to a standard first order equivalence,

we can rename the bound @currences of "y" with "z" leaving the free occurrences unaffected,
without changing the meaning of the entire formula:

(5) vx[farmer' (x) A dz[donkey'(z) A own'(x,z)] - beat'(x,y)]
(6) Ix[farmer' (x) A Jz[donkey'(z) A own'(X,z)]] - beat'(x,y)

Neither of these formulae #l ow the conclusionthat thereisadonkey whichis beden if a farmer
owns it.

(7) vx[farmer' (x) A 3z[donkey'(z) A own'(x,z)] - beat'(x,y)]
vx[farmer' (x) A dy[donkey'(y) A own'(x,y)] - beat'(x,y) A donkey'(y)]
(8) Ix[farmer' (x) A Jz[donkey'(z) A own'(x,z)]] - beat'(x,y) #

'Donkey sentences were discussed already in Gead'62], and the discusson about this kind o
construction may be traced badk even to ancient philosophy, but they only becane a cetral point of semantic
theory in the last 15 years.
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Ix[farmer' (x) A Jz[donkey'(z) A own'(X,z)]] - beat'(x,y) A donkey'(y)

An intuitively correct translation of both (1) and (2) would be

9 vxvy[farmer' (x) A donkey'(y) A own'(x,y) - beat'(x,y)]

at least for onereading d the examples. The aucia problem hereisthat the indefinites a donkey

in (1) and bah a farmer and a donkey in (2), which have syntadicdly narrow scope, seam to

have universal force and global scope, i.e. they appear as universal quantifiers with scope over

the entire formulain (9). That these occurrences of indefinites are somehow "ill-behaved”, and

that the Russllian treament of the indefinite determiner as an existential quantifier is

descriptively adequate in the "well-behaved" cases, is beyond any reasonable doubt.

(10) A man is in the park

correctly translates to

(11) Ix[man’'(x) A in_the_park'(x)]

The enlargement of the scope of indefinites is nat boundto the ill -behaved constructions just
discussed. This leads us to the second weakness of the Montagovian treatment of anaphora.

(12) A man is in the park and hevhistles
(13) Ix[man'(x) A in_the_park'(x)] A whistle'(x)

Here again the wmreference between the indefinite a man and the pronounhe is not expressd
sincethe pronounhe is outside the ccommand damain of the indefinite a man and hence
outside of the scope of the crrespondng existential quantifier. While this problem can be
solved by means of quantifying in, things become hopeless when we take atwo-sentence
discourse instead of a conjunction.

(14) A man is in the park. Hewvhistles

The translation of (14) we are looking for should be equivalent to

(15) JIx[man'(x) A in_the_park'(x) A whistle'(x)]?

2Kadmon['87] objects that this way of interpreting cross-sentential anaphora makes wrong predictions:

(i) John owns sheefHarry vaccinates them
(continued...)
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To see how different semantic goproadies overcome this problem, we have to look at the
overall architecture of Montagovian semantics.

2.2 Montague Semantics and File Change Semantics: A Comparison

2.2.1 Montague Semantics. The General Picture

In his paper "The Proper Treatment of Quantification in Ordinary English", Richard Montague
proposes a threestep model theoretic interpretation o English sentences. In afirst step, an
English sentence is mapped to an expresson d an artificial language cdled "Disambiguated
English" (DE). RougHy, an expresson d that language is a syntadic tree where quantifier
scope and coreference ae encoded. In terms of GB-syntax, an expresson d DE is something
halfway between S-structure and LF. We will return to that point later.

English

ll Disambiguation ll

Disambiguated English

ll Trandation ll

Intensional Logic

ll (model theoretic) I nterpretation ll

Meaning

In a second step, DE-expressons are translated into formulae of a type-theoretic cdculus

%(...continued)
(i) Ix[sheep(x) A own'(j,x) A vaccinatel(h,x)]
Imagine asituation where John avns ten shegp and Harry vacdnates five of them. In this stuation, (ii) would
be true while (i) isfase or at least infelicitous. In Dekker['90], a possble solution to this puzzle in a dynamic
bound-variable approach is sketched.
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cdled "Intensional Logc" (IL). This trandation function is subed to a very rigid
compositionality requirement. It can be formulated as the

Principle of Compositionality of Translation

A compositional translation,lto L, must meet the following conditions:

i) Every basic expression of bas a unique translation i (which need not be basic).

ii) For every syntadic caegory c, of L,, there is a unique syntadic caegory ¢, from L, such that all L,-
expressions of the categoryare translated totexpressions of the category ¢

iii) For every syntadic rule of L, thereisaunique trandation rule which spedfiesthe trandation of the output

of the syntactic rule solely in terms of the translations of the input(s) to it.

The underlying idea of this principle is that the trandation d a @mmplex expresson is

completely determined by the translations of its parts and the way they are combined.
Turning bad to the phenomena we discussed above, we ae espedaly interested in

the trandations of the indefinite determiner, of the determiner every, of pronours and d the

condtional construction. As already mentioned, the @re of the analysis of indefinitesis the

Rusdli an existential quantifier, while every becomes a universal quantifier. Since determiners

are generally translated as two-place second-order predicates, we have:

(16) a ==> APAQ.3xX[P(X) A Q(X)°
every ==>APAQ.WX[P(X) -~ Q(X)]

The trandlation of a pronounis smply a variable. For technicd reasons, it is difted to a
Generalized Quantifier, which practically makes no difference.

(17) he ==>AP.P(x)
Finally, if-conditionals are translated as material implication:
(18) If p, g ==>p'~ q' (where p' and Q' are the translations of p and q respectively)

The fina step, the interpretation o IL formulag follows an equally strong compositi onality
requirement.

*For our purposes here, an extensionalized version of IL suffices.
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Principle of Compositionality of Interpretation

Given a language L, a compositional interpretation fundtidar L must meet the following conditions:

i) ||l assgns aunique valueto every basic expresson d L (the nonlogicd vocabulary in the cae of aformal
language of logic)

ii) For every syntadic rule of L, there is a uniqgue @rrespondng semantic rule which determines the
interpretation of the output of the syntactic rule solely in terms of its input.

iii) For any two expressonsa and b d L which belongto the same syntadic caegory, |a| and ||b| belong

to the same class of semantic objects.

This principle is a spedficaion d the well-known Fregean principle: "The interpretation o
a omplex expressonis exclusively determined by the interpretation d its parts and the way
they are combined”. "Classes of semantic objeds’ in the sense of (iii) are for instance sets,
1-place functions, 3-place relations etc.

Of course, we ae primarily interested in natural language semantics and nd in the
semantics of IL or any ather formal language. The motivation behind the system described
isthefad that trandation and interpretation can be wmbined. If we cdl the translation function
from DE to IL F, we can construct a composed function [.] which assgns a model-theoretic
interpretation to any DE-expresson S such that [S] = |F(S)|. It can be shown that the
compositionality of the trandation function F and d the IL-interpretation functiony.| suffice to
ensure that the DE-interpretation function [.] is compositional too. IL in fad plays only an
auxili ary role in the PTQ-system. It is introduced just for convenience since it is easier to deal
with logical formulae than with complex model-theoretic entities.

The interpretations of the English items we ae interested in can now be identified
with the interpretation d the extensionalized IL-expressons given abowe. But there is an
apparent problem. | .||, the interpretation function of IL, is relativized to an assignment function
g which isatota functionfrom the set of IL-variables to the individual domain E of the model.
Sincevariables are IL-artifads, we caina use such a function for the dired interpretation o
DE. Oneway to overcome this difficulty, which makes the mmparison of the described system
with File Change Semantics easier, runs as follows. In the inpu to the interpretation, remely
DE, we need some representation d coreferencerelations between DPs, including pronouns. In
the syntadic literature, referential indices usually do that job. We aopt this technique and
annotatesad DP with some natural number subscript. In the curse of IL-translation, indices
control the choice of IL-variables (this can be dore by an easily formulated algorithm).
Similarly to assignment functions, we now define:
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Definition 2.1 Sequences
A sequencea, is atotal function from the set of natural numbers into the individual domain
A. AV is the set of all sequences based on the Domain A.

& =ger & (1)

For typogaphic reasons, | sometimes only write"a" instead o "g," in cases where no confusion
can arise. So we can relativize the dired interpretation o DE to sequences. Under this
perspective, the interpretations of the relevant items are:

(19) a. [a, ={<A,B>| ABc EAANB = &}
b. [every], ={<AB>ABcEAACcB}
c. [hel, ={A cElacA}
d. [Ifp, dl. =max((1fpl).[dl.)

The d-clause is smply the meaning o material implication if we take the truth values 0 and
1 as the posgble meanings of sentences. We may even go a step further and identify the
meaning of a sentencewith the set of sequences under which it hasthe value 1. Instead of (190),
we have:

(20) [Ifp.al =A"({pNaD
Let us briefly illustrate this with some examples.

(21) [A man walkg = A" iff there is some individual in E which falls both under
the extension afan andwalk, else @

(22) [Every manwalkg = A" iff the extension ofman is an improper subset of the
extension ofvalk, else @

(23) [He, is a man= {a,| a falls under the extension ofan}

As can be seen from these examples, the interpretation of a sentence depends on the sequence
only if the sentence mntainsa"free' occurrenceof apronoun,i.e. apronounwhichisnot bound
by any quantificaiona expresson. Otherwise the sentenceisinterpreted either as the whole set
of possible sequences (i.e. the sentence is true) or the empty set (i.e. it is false).

With this badkground,we ae ale to concretize the shortcomings of this approac to
interpretation w.r.t. donkey anaphora.

(24) [Every farmey who owns a donkgypeats if] = {a,| & is beaten by every
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donkey-owning farmer}
(25) [If a farmer owns a donkey he beats if] = A" iff there is no farmer who owns
a donkey, {a| & stands in the beating-relation tg alse

These interpretations are obviously norsense. At least they have nothingin common with the
intuitive interpretation o the sentences: rather, they are the interpretations we would wish to
obtain for (26) and (27):

(26) Every farmey who owns a donkegyeats if.
(27) If a farmeg owns a donkey he beats it

There is no way to link the indices of the anapharic pronours in the examples to thaose of
preceding quantificational expressions.

2.2.2 File Change Semantics. An Overview
2.2.2.1 The Strategy

There ae severa ways to ded with phenomena of this kind. Hans Kamp['81] developed a
completely new framework for natural language interpretation cdled Discourse
Representation Theory (DRT). It isdifficult to compare DRT with Montague semantics (MS)
sinceit does away with compositionality in the sense described. Certain linguistic items above,
such as determiners, do na have ameaning d their own. Rather, they govern the application of
certain construction rules. RougHy at the same time, Irene Heim['82] developed her File
Change Semantics (FCS), which is very similar to DRT as far as the underlying strategy is
concerned, but which is closer to MS and preserves some notion of compositionality.

In principle, there ae threeoptions for revising Montague's s/stem. It is possble (a)
to modify the mapping from English sentences to disambiguated expressons, (b) to change
the translation procedure from the disambiguated expressons to a logicad formalism or (C)
to gve anather interpretation to Montague's IL-language. In a sense, Heim exploits all three
options smultaneously. As far as the @nstructions discused above ae @ncerned,
disambiguationony means to gve asyntadic structure to the sentence and to index DPs.
For all practicd purpaoses, the disambiguated sentence can be identified with the S-structure
in terms of GB-theory. Heim assumes that the input to interpretation differs substantially from
S-structure, and in fad a grea ded of her theory concerns disambiguation rather than
interpretation. She borrows the term "Logicd Form" (LF) for her version d Disambiguated
English from the GB-literature, bu it is adualy a hybrid between a syntadic structure and
alogicd language. To pu it another way round,Montague's disambiguation is enriched with
devices which are part of the trandation function in the original system. Heim's LF
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representations are interpreted dredly, withou a further mediating level. This interpretation
Is compasitional in the weegk sense of the Fregean Principle ("The meaning d a cmmplex
expressonis afunction d the meaning o its parts and the way they are combined"), but it
IS hard to say whether or nat it follows the stronger Principle of Compositionality of
Interpretation. We will address this question below.

Besides coll apsing Montague's Disambiguated English and the logicd language into
orelevel (LF), Hem makes anather move avay from traditional approades, which is probably
the most important aspect of her work. Instead of defining the meaning of an English sentence
in terms of its truth-condtions, she takes it to be something like aprogram, an instruction to
perform some adion. Such aprogram is called &ile Change Potential(FCP). The basic idea
isthat the mnwersational badkgroundof the cnversants can be seen asakind d file. Such afile
contains afile cad for every individual that was mentioned in the discourse or can be assumed
to bein the atention of all participants of a conversation. On a file card, the information about
the individual it represents is written dovn. An FCP is (or defines) a modification d afile,
namely th addtion d new file cads or of entriesonthe cads. Truth and falsehoodare basically
properties of files, and truth of an FCP can be defined as the &ility to turn a true file into
another true file. Let us take an example:

(28) A dog is barking.
Interpreting this sentence means to perform three steps:

a) Add a new card to your file,
b) write "is a dog" on that card
c) write "is barking" on that card.

2.2.2.2 Files

Now let us gart implementing this idea Of course, talking abou files can oy be meant
metaphaicdly. The ontology d FCSisbasicdly the same ain traditional "static" approaches,
namely it contains truth values, passble worlds andindividuals as primitive entities. As we did
in the discusson d MS, we ignare possble worlds for the moment. The file cads in the
metapha are defined as natural numbers. Hencethe definition of a file must contain a finite set
of natural numbers, which is cdl ed the domain of a file. The entries of the cards do not have a
straightforward courterpart in the formal definition, sincels a dog oris barking in the example
are linguistic entities which cannot enter the model theoretic construction which the metaphor
“file" stands for.

A fileis something which can be true or false. It shares this property with the meaning
of a sentence in Montague's s/stem. Hence files contain the same kind d semantic objeds
which are the "static" meaning d a sentence. In the modified version which was presented
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abowve, this was identified with a set of sequences, the satisfaction set of a file in the FCS-
terminology. This leads us to the

Definition 2.2 Files

i) A file Fis an ordered pair <D,S>, where D is a finite set of natural numbers and S
is a set of sequences, such that for every natural numbBr. n
if a, and iy are two sequences that are alike except insofarab,a
then g e Siffb e S.

i) Dom(<D,S>) 3,D

iii) Sat(<D,S>) 3 S

This definition ensures that F contains only information about the indices in its domain.
2.2.2.3 LF-Construal

Before we can start to define FCPs reaursively, we have to consider the way an S-structure
is mapped to an LF. There are four operations called

(29) LF-Construal Rules:
)] DP-Indexind:
Assign every DP a referential index
i) DP-Prefixing
Adjoin every non-pronominal DP to S

i) Operator Construal
Attach every operator as a leftmost immediate constituent of S

iv) (J-Construal:
Attadch O as a leftmost immediate @nstituent of the matrix-S of a bare If-
conditional

Thefourth rule is not stated explicitly in Heim's thesis, but something like that is implicitly
asumed. Let me ill ustrate the dfeds of these rules with the notorious donkey sentences.
Inpu to the rules is S-structure. Since under standard assumptions this level of representation

already provides referential indices, DP-Indexing is superfluous. Hence we start with the
structure

“NP-Indexing" in Heim['82]. | update the terminology to current linguistic jargon.
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(30)
S
|
/ \
DP VP
S S
/ \ / \
DR S \Y, DP
| — 1 | |
every farmer / \ beats it
who S
S
/ \
L€ VP
/ \
\Y , DP
| |
owns a donkey

The reader shoud na be cnfused by the old-fashioned labelling d the nodes; you may replace
"S'by"IP" or "AgrP" and 'S" by "CP" if you want. After performing DP-Prefixing, we have

(31)
S
|
/ \
DP S
_ 1
/ \ , beats i
DR S
| —
every farmer / \
who S
— 1
/ \
DP S

adonkey ,oense

Both DP, and DP, are raised and adjoined to the S-node they were dominated by.| do nd
spell out the internal structure of the remnant S, since it does not matter for the further
discussion. Finally, Operator-Construal applies. The only operategrisin DP,.
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(32)
S
|
/ | \
every DP S
N R 1
/ \ , beats if
DP S
I S
___farmer / \
who S
/ \
DP S
. S

a donkey L 0wns e

The LF-Construal off a farmer owns a donkey, he beatsit goes as follows:

(33)
S
|
/ \
S S
1 S
\ , Ibeats i

a farmeowns a donkey

(34) DP-Prefixing:

S
|
/ \
S S
N -1
\ héeats i
I
/ \
DP S
1 I
a farmer / \
DP S
N 1

a donkey Lowas e

15
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(35) O-Construal

S
|
/ | \
O S S
1 S
/ \ . eats it
If S
|
/ \
1 |
a farmer / \
DP S
S -
a donkey Lowas e

To ded with crosssentential anaphaa, Heim assumes that al the matrix S-nodes of adiscourse
are daughters of a hypothetical text-node T.

(36) A farmer owns a donkey. He beats it.

is mapped to the LF:

(37)
T
I
/ \
S S
I 1
/ \ , beats if
DR S
| |
a farmer / \
DP S
N I
a donkey L oans ¢

Before defining the interpretation o LFs, some further terminology hes to be introduced.
Both NPs and verbs are cdled predicates, asit is gandard in logicd semantics. An NP or
an intransitive verb is a 1-place predicate, transitive verbs are 2-place predicates etc.

Pronours and DP-traces are variables, which bear a unique index. In the following definition,
| dightly depart from Heim's original proposal, but the general line remains the same. Firstly,

| asume that quantificational determiners like every leare atracewhen they are moved by
operator construal. The index of this traceis smply identicd to the index of the dominating
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DP-nock. Seamndy, definite and indefinite determiners $houd inherit the index of the DP they
are the head of. Quantifier traces and (in-)definite determiners are variables, too. These
modifications ensure that both DPs and Ss include nothing more than a predicate and some
variables (remember that "inclusion by X" means "domination by every segment of X", cf.
Chomsky['86]). This configuration is called aatomic formula. If a DP-node, an S-node or a
T-node dominates more than ore formula and daes not dominate an operator, the whale S or
DPiscdled acumulative moleaular formula. S-nodes and their nonS-daughters areinvisible
for the interpretative comporent; hence Ss are the same formulae & their S-daughters.
Adnominal quantifiers like every, negation, invisible "[0" and adverbs of quantificaion are
cdled operators. Finaly, operators except negation induce atripartite Logical Form. This
means that an S with a non-negating operator as leftmost daughter must have two further
daughterswhich are formulaeto be well-formed or interpretable. The leftmost sister of the
operator is called thestrictive clauseand the rightmost sister tneiclear scope

It shoud be mentioned that in chapter two of her thesis, Heim introduces an additional
LF-construalcdled existential closure, which has beaome fairly popuar in the subsequent
literature(cf. Kratzer['891], Diesing['92] among dhers). Existential closure requires that an
existential quantifier is adjoined to the nuclea scope of an operator and to the T-nodk of a
multi-sententialLF. This addition is necessary at this gage of her argumentation, where she
takes truth-condtions to be the primary aspeds of the meaning d a sentence (or discourse) and
the FCP as a semndary asped. In the final version d FCS, where things are reversed, this
operation povesto be superfluows. Its effect is taken over by the interpretation function itself.

2.2.2.4 The Interpretation of LF

As mentioned abowe, the interpretation d a sentence or discourse or, more generaly, of a
formula, is a File Change Potential, a function which maps an input file to an output file.
Sinceafile F consists of its domain Dom(F) and its stisfadion set Sat(F), the interpretation
of aformula has to spedfy how these comporents are dfeded. Hence an FCP has to speadfy
how these components of the inpu file ae modified to yield the output file. Besides this, an
FCPmay bea certain requirements onthe inpu file, or, tedhnicdly spe&ing, aformula may
be mapped to a partial function ower files. The intuitive mntent of this requirement is that an
indefinite DP introduces a new file cad, while definites pick up dd ores, and that the
descriptive mntent of adefinitefull DPisarealy present in thefile card it picks up. Formally,
this is stated by the
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(38) Novelty-Familiarity-Condition(NFC):
For a formulap to be felicitous w.r.t. a file F it is required for every, ¢ that
() if DP, is [-definite], then i Dom(F):
(i) if DP, is [+definite], then
(a) ie Dom(F), and
(b) if DP, is a formula, F entails DP

The semantics or pragmatics of full definite DPs is not at issue for the moment, so that clause
(iib) may be ignored.

Now we ae in a position to start with the reaursive definition d the semantics of (a
fragment of) English (of English LFs, to be predse). With "F+¢" we refer to the output file
which results by application of the formupao the input file F.

Model

A model % for English is an ordered pair <A,Ext> such that

)] A is a non-empty set, the individual domain and

i) Ext is a function which maps every predicate to an extension of the
appropriate type (i.e. every n-place-predicate to a subse) of A

Interpretation Rules
Let a model <A,Ext> for English be given.

() Let ¢ be an atomic formula, consisting d an n-placepredicae ¢ and an ntuple of
variables «*, ... «"> whose indices arg, i..., i, respectively. Then:

Sat(F4) = {a, € Sat(F): <@,...,a,> € Ext({)};
Dom(F+¢) = Dom(F)u {i,,...,i.}.

(D) Let ¢ be a emulative moleaular formula with the immediate @nstituent formulas
$',...4" (in that order). Then:

Sat(F4) = Sat(...(F$?)...+d";
Dom(F+p) = Dom(...(F&")...+¢")

(1) Let ¢ be aquantified moleaular formula, consisting d a universal quantifier and the
two formulasd® and¢? (in that order). Then:

Sat(F+¢) = {a, € Sat(F) : for every by ~pome a Such that by € Sat(F+"), there is
SOME § ~pomr+y) Py SUCh that ¢ € Sat((F?) + $?)};
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Dom(F+$) = Dom(F)
(where "g ~, b," abbreviates "@agrees with pon all ie M")

(IV) Let ¢ be a operator-headed moleaular formula, consisting o anegator and the formula
Y. Then:

Sat(F4) = {ay € Sat(F): there is No~p,y,r & Such that p e sat(F+y)};
Dom (F+p) = Dom(F)

Let us start exploring (I). Take the example
(39) [s She loves him]
Applied to an input file F, we have

(40) Sat(F+f She loves him)]) = {a, € Sat(F)| <aa> € Ext(love)}
Dom(F+[s She loves him]) = Dom(F)u {1,2}

According to the NFC, 1 and 2 must arealy be dements of Dom(F), since she and he are
definite pronours and therefore require their indices to be in the domain o the inpu file.
Hence Dom(F+{ Shg loves him]) = Dom(F).

(I1) simply says that in cumulative formulae the inpu file is updated with the single
atomic formulae step by step.

(41) Adog barks
LF: [s [op & dog}, [ & barks]] (=¢)
[or & dog}, = ¢
[s € barks] =¢?

In a first step, we update F wid.

(42) Sat(F4") = {a, € Sat(F)| ae Ext(dog)}
Dom(F+$') = dom(F)u {1}
Felicity Condition: 1¢ Dom(F)

Since a dog is [-definite], itsindex 1 must nat be in the domain o F, bu it isin the domain
of F+¢'. The resulting file is updated wit}t.

(43) Sat(F4) = Sat((F")+$°) = {a, € Sat(F)| ac Ext(dog)A a, e Ext(bark)}
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Dom(F+$) = Dom((F4$")+¢?) = dom(F)u {1} u {1} = dom(F) u {1}
Felicity Condition: 1¢ Dom(F)

Tracesare neither [+definite] nor [-definite]. Hence the NFC does nat restrict the domain of
F+$. Since the index of the tracein ¢? is arealy introduced by ¢*, the domain remains
unchanged.

Before procealing to more mmplex examples, let us £ewhether the truth condtions
that FCS predicts are arred. Truth of aformulaisaderived notion in FCS; the basic notion is
truth of a file. This is defined in the simplest way one can imagine.

Definition 2.3 Truth of a File
"[A file] F istrue iff there is at least one sequengesach that ge Sat(F)."
(Heim['82],p. 330)

The next step is to define the notion of the truth of a formitlarespect to a file

Definition 2.4 Truth w.r.t. a File
"A formula ¢ istruew.r.t. afile Fif F+¢ istrue, and fase w.r.t. Fif Fistrue and F+¢ is
false" (p. 330)

Note that F+¢ is defined orly if ¢ isfelicitous w.r.t. F, i.e. ¢ fulfills the NFC. If the inpu
file already contains a file cad that is conneded to an indefinite DP, or does not contain a
file card that a definite DP or a pronoun reeds to be interpreted, the formula is neither true
nor false w.r.t. thisinpu file. Hence implicitly, we have athreevalued logic which fails to
assign truth-values in case the presuppositions of a formula are not fulfilled.

Note that the truth of aformulais now relativized to files, na to sequences as in the
modified MS abowe. But it is graightforward to gve asequencebased truth definition in
FCS too.

Definition 2.5 Truth w.r.t. a Sequence
A formula ¢ istrue w.r.t. asequence g, iff thereis afile F such that a, € Sat(F) and there
is a sequencgylsuch that h e Sat(F4) and & ~pomr by-

We can now define the static meaning of a formula as the set of sequences which make
the formula true.

Definition 2.6 Static Meaning of a Formula
[$] = {ay| $ is true w.r.t. g}
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Now the static meaning d a dog barks can easily be computed. First we dhedk whether the
sentence (or the corresponding formula) is true w.r.ethgty file F,, which is <@,A>.

(44) ¢ =[s[pp & dog} [s € barks]]
F, = <@ ,A'>
Sat(E+¢) = {a, € A"| a e Ext(dog)A a, € Ext(bark)}
Dom(F+¢) = {1}
Felicity Condition: 1¢ &

The felicity condtion is trividly fulfilled. Sat(F.+¢) is nonempty just if there is sme
individua in A which falls both under the extensiondusiy and ofbark. Since a file is true iff
its satisfadion set is nonempty, F+¢ is true and ¢ is true w.r.t. F, under exadly those
conditions. Otherwise is false w.r.t. E Since Sat(fj contains all sequences,s again true
w.r.t. any arbitrary sequence under the mentioned conditions. Hence:

(45) [[s [op & dogl, [ & barks]] = A" iff there is a dog that barks, @ else.
This is the same result as we would get under the static approach. Another example:
(46) [[s she loves him ]] = {a,| <a,a> ¢ Ext(love)}

This fall s together with the meaning d the sentence under MS too. Hence FCS is at least
not worse than MS asfar asthe "clea cases' are mncerned. Now let us go on to the examples
MS is unable to deal with in a satisfactory way.

(47) A farmer owns a donkey. He beats it.

¢ = [ [s [op & farmer] [5 [op & donkey} [s & owns g]]] [ 5 he, beats if]

Sat(F4p) = {a, € Sat(F)| ae Ext(farmer)A a, € Ext(donkey)\
<a, &> € Ext(own)A <a,a> € Ext(beat)}

Dom(F+p) = Dom(F)u {1,2}

Felicity Condition: 1,2r Dom(F)

[¢] = AV iff there are two individuals x and y in A such that:
x € Ext(man)A 'y € Ext(donkey)\ <x,y> e Ext(own)n Ext(beat),
@ else

(48) Every farmer who owns a donkey beats it.

¢ = [severy £ [o» [o» & farmer] [s who [ [, & donkey} [ & owns gl]l],
[s & beats if]
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We compute the meaning d (48) piecemed, following the Interpretation Rule (111) on page
18.

&' = [op Lo & farmer] [ who & [o & donkey} [« & owns gl ,
¢ = [, & beats i
Sat(F¢") = {a, € Sat(F)| ac Ext(farmer)A a, € Ext(donkey)\
<a,a> ¢ Ext(own)}
Dom(F+$') = Dom(F)u {1,2}
Sat(F+'+¢?) = {a, € Sat(F)| ae Ext(farmer)A a, e Ext(donkey)A
<a,a> € Ext(own)A <a,a> € Ext(beat)}
Sat(F+[ everyd',¢7]) = {a, € Sat(F)xvy [xe Ext(farmer)A
y € Ext(donkey)\ <x,y> ¢ Ext(own)- <x,y> ¢ Ext(beat)]}
Dom(F+[, every¢',¢?]) = Dom(F)
Felicity Condition: 1,2r Dom(F)

Note that the definition d the satisfadion set of the output does not depend on @rticular
values of the sequences at spedal indices. Hence it either equals the satisfadion set of the
input or it is the empty set, depending only on the model. Accordingly, it holds that

[$] = AV iff wxvy [xe Ext(farmer)A y e Ext(donkey)A
<x,y> € Ext(own)- <x,y> ¢ Ext(beat)],
d else.

This is just the meaning of (48) we are looking for.
The interpretation of the conditional donkey-sentence runs in fully parallel fashion.

(49) a. If afarmer owns a donkey, he beats it.

b. [sO[sif [s [op & farmer] [s [5r & donkey} [ e, owns ¢ ]]]]
[s he beats i]]

The semantics of the phoreticdly empty operator "[1" which is prefixed to bare if-conditionals
makes referenceto passble worlds, which pay asignificant rolein the ultimate formulation of
FCS. For the time being, we ignare this asped. In the extensional version d FCS we ae
considering here, "[I" turns out to be synonymous to "every". Since both the restrictive clause
and the nuclea scope of (49) are synonymous to those of (48), the whoe sentence is
synonymous to the previous example.

| refrain from computing the semantics of a negated sentence it is easy to convince
oneself that the static meaning d [ nat [ ¢]] isjust the complement set of the meaning d

.
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2.2.2.5 Comparing MSand FCS

This overview shows quite onvincingly that FCS is superior to MS in its empirical coverage.
It is graightforward to show that FCSis able to deal with intensionality equally well. Hence it
covers the same range of phenomena & MS. Besides this, it is able to ded with donley
sentenceand cross-sentential anaphora. As a further advantage, it offers principled solutions
to problems conneded with the existential presuppasition d definite DPs and the anaphara-
licensing paential of indefinite DPs. Heim['83l even dffers an approach to ded with
presuppasition acommodation formally, which | will not discuss here. Nevertheless some
methodological objections are inevitable.

The first point concerns the status of LF. It is crosstheoreticdly uncontroversial that
alevel of representation which is more or lesscomparable with GB's S-structure is essential
for any theory of syntax, i.e. ore caina avoid the usage of indices for DPs and the presence
of traces and some other empty caegaries, thoughtedhnicd implementation may differ gredly.
But it is highly controversial whether we need additional |evels of syntadic representation.
Unification-based approaches to gammar like Lexicd-Functional Grammar
(Kaplan/Bresnan['82])or Heal-Driven Phrase Structure Grammar (Pollard/Sag['87]) are
purely dedarative anyway, i.e. they do nd use any ndion d derivation from one level to
another. But even current developments inside the generative framework seen to be
incompatible with Heim's nation d LF. In the Minimalist Program (cf. Chomsky['93, '94),
LF merely servesto level out crosslingustic variation a, in ather words, its main pupose
IS to rescue cetain constraints which are held to be universally valid bu are dmost aways
violated at the surface LF does not contain spedficdly semantic information in this stup.
Otherauthors who take the principles-and-parameters theory as their starting pant insist that
D-structureand S-structure ae the only syntadic levels (cf. Jackenddf[ '94], Ouhall a['94])
or that even S-structure suffices (Grimshaw['94]). Hence asemantic theory which takes S-
structure as the inpu for interpretation makes fewer assumptions abou syntadic theory and
is ceteris paribusto be preferred. An apdogist of FCS might answer that MS needs something
like Quantifier Raising too, bu Cooper['83] shows that an in-situ theory for quantifiers is
possble. One ould contrast S-compositionality of MS (since MS in the version d
Cooper['83]interprets S-structure mmpositionaly) with the L F-compositionality of FCS,
where the former is methodologically stronger and hence the preferable option.

However, MS and FCS nat only differ w.r.t. the syntadic level which is subjed to
the compaositionality requirement, but also w.r.t. the notion d compositionality itself. The
interpretationof LF in FCS is compositional only in the weak sense of the Fregean Principle,
while Montagues Principle of Compositionality of Interpretation is much stronger in that it
requirestype arre spondence i.e. expressons of the same syntadic category denote the same
type of semantic ojeds. In thefigure, the denotations of some English expressions under MS
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and under FCS are compated

(50)
Example English Extensional MS FCS
She loves him S t (set of sequences) t (FCP)
he DP <<e,t>t> e (<<e,t>,t>)
a man DP <<e,t>t> t
every man DP <<e,t>t> no constituent at LF
man N <e,t> <e,t>
a D <<e,t>,<<e,t>t>> e (<<e,t>t>)
every D <<e,t>,<<e,t>,t>> <t <t, t>>
if Comp <t,<t, t>> semantically empty
and conjunction <t,<t, t>> <t,<t,t>>
owns V (trans.) <e,<e,t>> <e,<e,t>>

It is essy to seethat there is no type mrrespondcence in FCS. While the determiner every
denotesa 2-place predicate on formulae as conjunction does, the indefinite deteanoimigr
introduces avariable and hence goes together with pronours. DPs either denate FCP (if they
are full definite or indefinite DPSs), or variables etc.

The third objedion concerns the status of the NFC. It remains totally unclea how
the NFC could beintegrated into a ompositiona reformulation d FCS, yet the truth-definition
abowerdiescrucialy onit. The semantic diff erence between the indefinite aticle and adefinite
pronounis dated orly in terms of a condition which is in some sense external to the recursive
machinery.

Of course, all these conceptual disadvantages of FCS are cwompensated by its
overwhelmingempirica successas longaswe mmpare it with classcd MS, bu the optimal
solutionwould be to combine the empirical advantages of FCS with the methodological rigor
of MS.

*Heim['82] defines the meaning o any simple expresson apart from predicates g/ncategorematicaly,
but itis a simple exercise to redefine FCS as a type theory such that every basic expresson receves an
interpretation of its own.

®Roath ['87] gives areformulation of FCS which avoids the usage of the Novelty Condition. Thisimplies
that the Famili arity Condition gets lost as well. Therefore his g/stem is rather a predecesor of G&S's ['914]
"Dynamic Montague Grammar" than avariant of FCS, and the objedions raised against the latter at the end of this
chapter apply to it too.
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2.3 Extensional Dynamic Predicate Logic

In the precaling sedion, it was shown that Heilm modifies all three &peds of interpretation

in the Montagovian framework: she heavily enriches the disambiguation procedure, and she
assgns completely different semantic objeds to English sentences, namely FCPs instead of

truth condtions. Groenendijk & Stokhof ("G&S" in the rest of this thesis)['91a] chose a more
conservative strategy. They leare Disambiguation and Trandation rougHy asthey were in MS,
andinsteal develop anew interpretation for Intensiona Logic. The meaning this interpretation
assgnsto aformulais cdled Context Change Potential (ccp) andis very similar to Heim's

FCP. Wewill proceed as follows: In a first step, a dynamic semantics for first-order predicate
logic is introduced. In a second step, this mantics is extended to intensional type theory.
Finally, the translation of a fragment of English into that type theory is presented.

2.3.1 The Syntax of EDPL

As a standard example for a dynamic first order caculus, | use Dekker's['93] Extensional
Dynamic Predicate Logic (EDPL)’ instead of G& S['91 Dynamic Predicae Logic, since
the former beas ome aucia advantages over the latter. The syntax of this language is
familiar.

Definition 3.1: The Syntax of EDPL
Predicates
For all reN: P, P, P™, ... are n-ary predicates
Individual constants
c',c",c", ... are individual constants
Variables
V', v', v'", ... are variables
Terms
tis aterm if tis variable or t is an individual constant
Formulae
)] If P"is an n-ary predicate ang.t,t, are terms, then
P(t,,...t) is an (atomic) formula
i) If t, and t are terms, then
(t, = t,) is an (atomic) formula
i) If ¢ is a formula and x is a variable, then

"I am not completely sure whether the "E" in "EDPL" abbreviates "extensional" in Dekker['93].
Beaver['93]propacses "eliminative”, but this seems not very felicitous to me since EDPL is not eliminative under
the standard definition d theterm. Anyway, it isan extensional and dynamic semantics for first order predicate
logic.
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(3x.0) is a formula
iv) If $ andy are formulae, then
(dA), (—p) are formulae.

We follow the usua conventions in that we omit bradkets where possble and abhreviate
(=3x.=¢) as (vx.¢), (=(=pA~¥)) as (HVE), (=(dA—¥)) as (¢-¢) and (=(x=Yy)) as (x=Y).
We use the signs x, v, z, X', y" etc. for variables, a, b, c, ... for individual constants, P, P,
Q, Q™ R, ... for predicates add', ¢, ... for formulae.

2.3.2 Contexts
As a model for EDPL, we use the standard definition of a first-order model:

Definition 3.2: Model for EDPL
A modelo?# for EDPL is an ordered pair <E, F>, where
- E is a denumerable infinite set, the individual domain, and
- F is a function which maps every individual constant of EDPL to an element of E
and every n-ary predicate of EDPL to a subset'of E

Remembethat afilein FCSisapair of adomain of natural numbers and a set of sequences,
i.e. functions from the set of natural numbers into the individual domain. This pairing is
restrictedin such away that the set of sequences of afile cntain oy information abou the
numbersin the domain. Henceit does nat redly matter what value aparticular sequence asgns
to a number that is not in the domain. Therefore we would loose nathing if we say that afile
contains only partial functions whose domain isjust the domain of the fife Indices play much
thesamerolein FCS as variablesin EDPL. The EDPL-courterpart of Heim's files,contexts
therefore contaipartial functions from the set of variables into the individual domain.

Definition 3.3: Assignment Functions
An assignment function g is a partial function from Var (the set of EDPL-variables) into E.
G :def UVcVar EV

Definition 3.4: Contexts
A context ct is a set of assignment functions which share their domain.

cT ~def UVcVar POW(EV)

One, but not the only, advantage of the usage of partial assgnment functions ("assgnments"

®In Heim['83a], FCS is modified in just this way.
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for short) instead of total ones (as in G&S['91b]) is that we do not need to encode the domain
of a context explicitly. Thisisimplicitly defined viathe domain of the assignment functions in
it.

Definition 3.5: Domain of a Context
Dom(ct) = D iff ctc E°

Some further natational conventions are useful. The set of contexts exhibits certain orderings.

Definition 3.6:
ct <, ct' iff Dom(ct) = Dom(ct’) = D and ct ct

This ordering forms acomplete lattice sinceit is sSmply the superset-relation ower the powerset

of EX. Thejoin andthe med of this lattice ae @ and E° respedively. "<," expresssthe relative
degreeof information abou the value of the variablesin D that a mntext encodes. The more
information a context contains, the fewer the possble values for avariable that are left open.

@, formally the top element in this hierarchy, is cdl ed the absurd context. The anti-atoms, i.e.
those mntexts which are singleton sets, are callechaximally informative w.r.t. D since they
give a unique value for every variable in D.

Another way to increase the information a context contains is to extend its domain.

Definition 3.7: Context Inclusion
ctc ct' iff Dom(ct)c Dom(ct')A
Viect:JjectiicjAvkect:dl ect:Ick

ct' includes ct iff ct' contains exadly the same information abou the variables in Dom(ct)
asct itself contains, but ct' also contains information about additional variables. This is again
an ordering of the informational content of contexts. Hence we can combine both orderings.

Definition 3.8: Informativity
ct < ct' iff Jct"[Ct <pgme C" A Ct' = ct]

This systhat every assgnment in ct', the more informative context, is an extension (formally:
a superset) of an assgnment in ct, bu there may be assgnmentsin ct which do na have an
extension in ct'.

Fact 3.1
ct < ct' iff Dom(ct)c Dom(ct)AVi[i e ct'~ Jj[] e ctA ] ci]]
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This nation d informativity can easily be related to basic set-theoreticd relations. every
context uniquely defines a set of total assignmentspitgletion:

Definition 3.9: Completion of a Context
compl(ct) 5{g € E"|JiliectAicg]}

The completion of a context ct contains the same information about the value of the variables
that are in the domain of ct. Now it holds that:

Fact 3.2
ct < ct' iff compl(ct’)c compl(ct)A Dom(ct)c Dom(ct’)

To be able to return from the completion of a context to the context itself, we need the notion
of therestriction of a context to a domain

Definition 3.10: Restriction of a Context
)] \D =44 jn{<v,a>|ve DAacE}} (withD c Var)
i) ct\D = {i| 3j[j ectAi=]\D]}

Fact 3.3
For any context ct: ct = compl(ct)\Dom(ct)

Sincethe informativity-ordering between contexts reduces to a conjunction between a subset-
relation between the domains and a superset-relation between the completions, the whole set of
contexts form a cwmplete lattice w.r.t. informativity. Accordingly, the join and the med
operations are straightforwardly definable in terms of set union and intersection:

Definition 3.11: Join and Meet
ctm ct' =, [compl(ct)n compl(ct’)]\ [Dom(ct)u Dom(ct')]
ctu ct' =, [compl(ct)u compl(ct’)]\ [Dom(ct)h Dom(ct’)]

Fact 3.4
vct, ct'[ct< ctmct' A ct' < ctm ct' A vet"[ct < ct" A ct' < ct" - ctm ct' < ct']]
vct, ct'[ct> ctu ct' A ct' > ctu ct' A vet"[ct > ct" A ct'» ct" - ctu ct' > ct"]]

This gives us the minima and the maximal elements of the informativity-ordering, thecontext
of ignorance (called1) and theabsurd context(calledO) respectively:
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Definition 3.12;
1 :def {Q}
O :def Q

Fact 3.5
1=CT
0=m1CT

Again, we have the set of anti-atoms as the maximally informative contexts:

Definition 3.13: Maximal Contexts
ct is maximal iff ct = {i} and Dom(ct) = Var

Now remember that the meanings of formulae ccps, are partial functions from contexts to
contexts. We define:

Definition 3.14: Context Change Potentials
CCP :def UC;CTCTC

Acocording to this definition, it is possble that the output of the gplicaion d a cq isless
informative than the inpu. It is highly probable that we need such cgps if we try to model
beli ef-revision phenomena, bu in this dissertation, oy informative cgs are investigated.
Following the terminology in G& §['93], ccps that increase the informativity of a context
have thaupdate property or, for short, arepdates

Definition 3.15: Updates

A ccp t has the update property iff for all contexts ct suchtba) is defined:
ct < t(ct)

UP =, CCPn POW(x)

The semantics of EDPL that is given below ensures that the interpretation d a formulais
alwaysan updite. There is one particular upcete that is a prerequisite for the definition o
existential quantification:

Definition 3.16: Domain Extension
CtiX] =4 {J |3I[i ectAae EAj=iu{<x,a>}]}iff x ¢ Dom(ct), undefined else
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Fact 3.6
Dom(ct[x]) = Dom(ct)u {x} if ct[x] is defined
compl(ct[x]) = compl(ct) if ct[x] is defined

Literally spe&king, this defines awhale family of updates, ore for every variablein Var. The

ideais nat too complicated; the domain o the input context is extended with x and x can

recave any passble vauein the output (hencewe do nd have alditional information abou the

value of x in the output). The values assgned to the other variables do nd change. The
condition that the newly introduced variable must not be in the domain of the inpu is the
EDPL-counterpartof the Novelty-Condtion in FCS. Here, though,it is not an external
condtion which gowerns interpretation bu an integral part of the interpretation itself. In
principle, the definedness-condition is superfluous here; if x was already in the input domain,
the dements of the output would na be functions and hencethe output itself would - acording

to the definitions - not be a context.

2.3.3 The Semantics of EDPL

Theinterpretation rules are given in pcstfix notation, as is standard in the dynamic semantics
literature.

Definition 3.17. Postfix Notation
For all EDPL-Models%& EDPL-formulaep and contexts ct:

Il e (Ct) Zyer CL] e

Definition 3.18 Semantics of EDPL
Let an EDPL-Modd %= <E,F> be given. It holds for every context ct and every assignment
i that
1) ICllwe =qer F(C) iff € is an individual constant
ii) IXll e =qer 1(X) iff X is @ variable
1) Ct{P(t, - B)]we=aer { €Ctl il - Ital o™ € F(P)}
iff P(t,, ... ,t) is an atomic formula and Var{t,, ... ,t} < Dom(ct)
iv) Ctft; = bl e=aer {i €Ct Itilns = Itall o }
iff t,, t, are terms and Var {t ,t,} < Dom(ct)
v) Ct[3X.}] sre=ger CtX]od Pl oae
iff X is a variable and is a formula
vi) Ctld A W] we=er Ctblod Wee
iff ¢ andy are formulae
vi)  ct[d] e=4es (cOmpl(ct) - compl(cip]))\Dom(ct)
iff ¢ is a formula
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The first two clauses are standard from classcd logic. The dauses for atomic formulae ae
very similar to the interpretation rules for atomic formulaein FCS. First, the truth or falsity
of the formula is evauated w.r.t. the single assgnments in the inpu context. Afterwards,
thoseassgnments that make the formula true "survive" in the output, whil e those that make
the formula false ae in turn filtered ou. If the formula mntains variables the asgnments
arenot defined for (i.e. that are nat in the domain of the input), evaluation becomes impossible
and hencethe output is nat defined. Every atomic formula containing free variables is defined
only for those mntexts that define values for these variables. This is the wurterpart of the
Familiarity Condition in FCS.

Dynamic conjunction is defined as function composition, which again is reminiscent
of the FCS-interpretation d moleaular formulae Since function compaosition is generaly
associative, we automatically have:

Fact 3.7 Associativity of Dynamic Conjunction
For all formulaed,¢,:

(> A ) AN =1(dA (WA X))

But we will seethat - contrary to static conjunction - dynamic conjunction is not generally
commutative.

In static logic, negation is usualy - explicitly or implicitly - defined as st
complementation. A straightforward dynamic adaptation of this idea would be

(51)  ct[~¢] = Ct - Cti]

Thereare in fad dynamic cdculi where negation is defined in this way. But in EDPL, it is

nat generally the cae that the output of an updite functionis a subset of the inpu. Set inclusion

is only provided if we shift from partial to total assgnments. This motivates the use of the
completion function. To read the fina output, we have to restrict the domain again. There are
two candidates for the output-domain: Dom(ct) and Dom(ct[¢]). Remember that free variables,
which correspond to FCS's file cads, model anaphaa and that aceordingly the logicd
counterpartof indefinites - dynamic existential quantifiers - introduce new variables (file
cads). Hence it is an empiricad question, whether we dlow indefinites in the scope of a
negation to bind anaphora outside that scope.

(52) John does not own a catit is a Porsche.
(53) John does not own a canymore. He sold, itast week.

The examples ow that there is empiricd motivation for bath pants of view, bu it is
reasonable to asaume that the spedfic usage of the indefinite a car in (53) requires an additi onal
medhanism, while the norspedfic use is the default case. Hence we assume that negative
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statements do not change the domain of the context.

The most interesting asped of EDPL is cetainly its tregament of existential
quantification.In a cetain sensg, it isjust this asped that makes EDPL dynamic. Remember
that existential quantification in classcd logic is defined as a metalingustic existential
statement over assignments. In EDPL, the assignments that make the formula quantified over
true are created by updating. Take an example:

(54) 3Ix.farmer' (x)

Remember that 1 is a singleton set that contains the anpty assgnment function as its only
member. We updatewith (54).

(55) 1[ax.farmer' (x)] = 1[x][ farmer’ (x)]

={j|i e{@} Nac EAj=iu{<x,a>}}] farmer' (x)]
{ilae ENi=@u {<x,a>}}[ farmer' (x)]
{{<x,a>}| a € E}[farmer’ (x)]
= B [farmer' (X)]
= {{<x,@>}| [Xlerary € F(farmer')}
= {{<x,a>}| a € F(farmer")}

The output contains only singleton functions with x as the only element in its domain and
the extension ofarmer as its range. If we abstract away from a particular input, we have:

(56) a. ct[Ix.farmer’ (x)] = ct[x][farmer’ (x)]
={j|i ecthae EAj=iu{<x,a>}}] farmer (x)]
={j|i ectAhaec Ffarmer')Aj=iu{<x,a>}}
iff x ¢ Dom(ct), undefined else
b. x e Dom(ctEx.farmer’ (x)])
c. compl(ctEx.farmer' (x)] = compl(ct)n {g| g € E"* A g(x) € F(farmer')}

Note that the last threelines are nealy identicd to the interpretation d There is a farmer
under FCS, if "context" is replacal by "file" and "completion” by "satisfadion”, bu we do
not need to make reference to morphosyntactic notions like [-definite] here.

The essentidly "dynamic" charader of EDPL-"3" allows it to "bind" variables that
are outside its syntactic scope.

(57) ct[ax(farmer' (x)) A walk' (x)] = ct[ax.farmer" (x)][walk' (X)]
={j|i ecthae F({farmer') Aj=iu{<x,a>}}[ walk' (x)]
={j| i ecthae Ffarmer') Aacec Fwalk') Aj=1iu{<x,a>}}
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={j|i e ctAhae (F(farmer') n F(walk')) Aj=iu {<x,a>}}
= ct[3x (farmer' (x) A walk' (x))]
iff x ¢ Dom(ct)

This corresponds to the FCS-interpretatiod éérmer walks. Generally, it holds that

Fact 3.8Dynamic Variable Binding
1(3X.P) A Wl =3¢ A ¥)|

This follows immediately from the asociativity of function compasition. If we assume that
sentence-sequencingis trandated as dynamic conjunction, cross-sentential anaphora no longer
cause difficulties:

(58) A man walks. Hewhistles.
ct[(3Ix.(man'(x) A walk' (x)) A whistle'(x)] = ct[(3x.(man'(x) A walk' (x) A whistle'(x))]
={j| Ji,a: iect A ae (F(farmer)n F(walk') n F(whistle)) A j=1iu {<x,a>}}

It does not come & a surprise that, as everywhere in life, we have to pay for this advantage.
First, alphabetic variation is not valid in EDPL.

Fact 3.9
It does not generally hold thigp| = |[y/X] |

Sewmnd, dynamic conjunction is, contrary to its classcd cournterpart, na generaly
commutative:

Fact 3.10Non-commutativity
There are EDPL-formulag andy such that

IoAW] # WA D]

An obvious example is = 3IX.Px , ¢ = Qx". "|Qx A IXPX|" is just the empty function since
thefirst conjunct requires x to be an element of the input domain while the second conjunct is
only defined if thisis not the cae. "|3x.Px A Qx|", onthe other hand, is defined in every
contextwhere x is not in the domain yet. But there is a restricted version of commutativity in
EDPL.

Fact 3.11Restricted Commutativity
For any EDPL-formulaé andys, it holds that
I$AY] = [WwAD| if neither|d Y| = D nor|yAd| = D
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A third crucid difference with resped to classcd logic aises if we investigate the
interaction of dynamic quantification and dynamic negation.

(59) ct[-3Ix.Px] = (compl(ct) - compl(ctix.Px]))\ct % x ¢ Dom(ct)
=ctiff F(P) =0,
0iff F(P)+ @

Sincethe only variable in the formula considered in (59) is x and x must not be in the domain
of theinpu, the output does not really depend on the particular input-assignments but only on
the model. Now see what happens if we negate a negated formula:

(60) ct[--3x.Px] = (compl(ct) - compl(ct[Fx.Px]))\ct % x ¢ Dom(ct)
= compl(ctBx.Px])\ct
= ctiff F(P)+ @,
0iff F(P) =0.

The double negation d an existential formula baoils down to an ardinary, "quasi-static"
existential statement abou the extension d the predicate in the model. This is why doube
negation is sometimes callsthtic closure

Fact 3.12Double Negation
It does not generally hold thgp| = |~ .

But again, thereis arestricted version. Double Negation has the effect of restricting the output
to the domain of the input.

Fact 3.13
For all formulaep and contexts ct it holds that
ct[-—¢] = ct[¢p]\Dom(ct)

The proof follows immediately from the definitions. If aformula does not contain an adive’
occurrence of 3, it does not change the domain anyway. Hence static dosure has no effed
at all.

°An active occurrence off is an existential quantifier that is not in the scope of negation.
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Fact 3.14Restricted Law of Double Negation
For all formulaed, al formulae ¢ that are (improperly) contained in ¢, and contexts ct, it
holds that

Id1 = 1bl(==w)\]| iff Dom(ct[p]) = Dom(ctip[(~—~¥)\w]])

Particularly, this implies thgt——¢| = ||, [|[-~-~| = |~—P| etc.

It isworth ndingthat althoughan existential quantifier in the scope of negation cannot
bind variables outside of this <ope, an existential quantifier can hind into the scope of
negation.

(61) a. A manwalks. Hedoes not talk.
b. ct[(3x. man'(x) A walk'(x)) A —talk' (x)]
= ct[x][man’(x)][walk’' (X)][-talk' (X)]
={i| 3j,a: j e ctA ae ((F(man') n F(walk')) - Ftalk')) A i =] u {<x,a>}}

To analyze the donkey constructions, we first have to consider the behaviour of implication
and the universal quantifier. We start with implication.

Fact 3.15Dynamic Implication
ctfd-y] = ct[-~(dA-y)] % by definition
={iect| i ¢ ct[-=[dpA-y]}
={iect| i¢ ct[--d] Vi e ct[--P] A1 & ct[-~(PA-Y)]}
={iect| i¢ ct[--d] Vi e ct[--P] A i € ct[--~(dAY)]}
={iect| i e ct[-~p] - i € ct[-(dAW)]}
={iect|vj(i cjAjectd] - Ik j<kAKkectlpAy])}

At the metdinguistic level, dynamic implication is closely connected to classical implication.
The situation is similar for dynamic universal quantification.

Definition 3.19
ct[x/a] = {iu{<x,a>}| ae EAi € ct} % x ¢ Dom(ct)

Fact 3.16Dynamic Universal Quantification

ct[vx.d] = ct[-3ax.~d] % by definition
= {i ect| i ¢ ct[-—3Ax.~P]} % x ¢ Dom(ct)
= ct iff vacE: ct[x/a][$p] * 9,
Oelse

Universal quantification acts as a test. If the result of updating ct with¢] does not depend
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on the particular value of x, the input is left unchanged. Otherwise the absurd state results.
The basis for the analysis of donkey constructions is the following equivalence:

Fact 3.17Donkey Equivalence
For all formulaep andy and variables x, it holds that

13X.d ~ Wi = 1vX(d - W)

Proof:
1.3x.d - ¢| = |-@x.d A -¢)| % by definition
= |=@Ex.(d A =)l % dynamic binding
= [=IX. (b A )| % restr. =
= |wx(=(d A ~))| % by definition
= [VX(¢ - ¥)I % by definition
O

The equivalence dso hdds in classcd logic, bu only with the restriction that the variable
boundby the quantifier does nat occur freein the cnsequence In EDPL, thereis no restriction.
A linguistic example at hand is

(62) a. Ifamanisin Athens, hdas not in Rhodes.
b. Every man who is in Athens is not in Rhodes.

EDPL correctly predicts that these sentences are equivalent.
The treatment of the actual donkey sentences is now pretty straightforward.

(63) If afarmerowns a donkgyhe beats it
|Ix(farmer’ (x) A Jy(donkey'(y) A own'(x,y))) - beat'(x,y)|

= |Ix(farmer' (x) A 3y.donkey'(y) A own'(x,y)) - beat' (x,y)| % dynamic binding
= |3x3y(donkey'(y) A farmer' (x) A own'(x,y)) - beat'(x,y)| % restr. comm.
= |3Ix3Jy(farmer’ (x) A donkey'(y) A own'(x,y)) - beat'(x,y)| % restr. comm.
= |vx(3y(farmer' (x) A donkey'(y) A own'(x,y)) - beat'(x,y))] % donkey eq.

= |vxvy(farmer' (x) A donkey'(y) A own'(x,y) -~ beat'(x,y))| % donkey eq.

(64) Every farmer who owns a donkdyeats it

[vx(farmer' (x) A Jy(donkey'(y) A own'(x,y)) - beat'(x,y))I
= |vx(farmer' (x) A Jy.donkey'(y) A own'(x,y) - beat'(x,y))] % dynamic bindng
= |vx(Jy.donkey'(y) A farmer' (x) A own'(x,y) - beat'(x,y))| % restr. comm.
= | vxvy(donkey'(y) A farmer' (x) A own'(x,y) - beat'(x,y))| % donkey eq.
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EDPL predicts that the sentences are equivalent. Furthermore, they are interpreted as a test

update. This update leaves the input context unchanged if it holds that for every pair <f,d>

of individualsin E such that f fall sunder the extension d farmer, dfallsunder the extension of
donkey and <f,d> fall sunder the extension d own, then <f,d> fall sunder the extension obeat.
Otherwisethe ésurd context results. These ae just the truth condtions of the relevant
sentences. This is a nice example for the fact that truth conditions, though superfluous for the
semantics of EDPL, can be derived from the dynamic interpretation.

2.3.4 Truth and Entailment in EDPL

Thisway of derivingtruth condtions of aformulafrom its upcdete potential can be generalized.
The first step is the nation d truth in a context. Here the nation d context inclusion
introduced earlier becomes important.

Definition 3. 20 Truth in a Context
For all models%& contexts ct, and formulajg it holds that

Ct =y, § iff Ct = Ct[d] e

The underlyingideaisthat atrue update does not eliminate possibilities in the input, although
it may extend them. It follows immediately from the definitions that:

Fact 3.18
For all models M, contexts ct, and formulpgt holds that:

Ct = e iff Ct{-=¢] o= ct

There are severa ways to generalize this to the quas "context fre€' nation o truth in a
model. We ether require the formula to be evaluated to be true in some designated context
(1 isobvioudly the best candidate), to be true in any context where it is defined, or to be true in
some context.

Definition 3. 21
'%9)?1 ¢ iff 1=
= ¢ iff for all contexts such that a}] is defined, it holds that
Ct ==
~.0 ¢ iff there is a context ct such that
ct ¢¢%¢

These threevariants of truth collapse @& longas we @nsider closed formulag bu they differ
w.r.t. formulae containing free variables.
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Fact 3.19
For all variables x, formulae¢ containing an occurrence of x that is not dynamicaly bound,
and models$?# it holds that:

e

Fape §Iff =7 VX0

Fpe §Iff =20 IX.O

The second \ersion corresponds to truth in clasgcd first order logic and the third to truth

in FCS. Thefirst version gves us akind d threevaued semantics (or a semantics with truth
value gaps, to be precise), since x is free i too and hence neither the formula itself nor its
negation are true. The dedsion ketween these optionsis nat as sSmple ait might look. Take an
arbitrary sentence containing a "free" pronoun.

(65) Heis alawyer.

It is hard to judge whether this sentenceistrue or false (or neither) even if we knew everything
abou the world, aslongaswe do not know whahe refers to. Unequivocally, it is true if there
areonly lawyers all over the world. Hence the second version is not completely upside down,
athoughit might betoo strong. The third option, which only requires that there is at least one
lawyer, is presumably too weak. The first option leads to very counterintuitive results.

(66) If sheis a lawyer, shes a lawyer.

This ntenceisintuitively true no matter who sheis or how the world looks like, but acarding

to truth definition No. 1, it lacks a truth value, while it is true both under the second and third
truth definition. The second one is not very convincing either, since under this definition, any
formulawith ursatisfiable presuppasitions would be atautology. Take "P(x) A Ix.—~P(x)" as an
example. Itsinterpretation isjust the empty function since"x" canna be new and dd at the

same time. Neverthelessit istrue in every model acordingto - 2. Henceit shoud be required

that the formulais defined at least in ore @wntext. A combination d the second and the third

option is closest to intuition.

Definition 3.22 Truth in a Model
e ® Iff '%9)?2 ¢ andhcﬁ)}; ¢

Thisdiscussonill ustrates once again the fact that truth conditions are not fine-grained
enough to describe meanings sufficiently.
The definition oflogical truth is now obvious.
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Definition 3.23 Logical Truth
= ¢ iff for any modek?®.: ~,-¢

Before defining entailment formally, we have to decide how an intuitively satisfactory
dynamic consequence relation should look. The following deduction is surely valid.

(67) A manisin Athens.

He is in Athens.
But the next deduction obviously is not valid.

(68) A manisin Athens.

There are men and every man is in Athens.

Hencethe traditional definition of entailment ("The consequence is true in every model/index
where the premises are true") would leal to absurd results (remember that "P(x)" argk'P(x)

A Vy.P(y)" have the same truth condtions). Therefore this definition has to be modified
slightly.

Definition 3.24 Entailment
¢ =¥ iff for all contexts ct: ct,.¢ implies ct=,.(PAY)
¢ = y iff for all modelso?®: ¢ =, ¢

This ensures that entailment is dynamic in that an existential quantifier in the premise licenses
a free variable in the @nclusion. As an example, it hads that "3x.P(x) = P(x)", which
corresponds to (67).

To seethat the dfort pays, let us consider an example where static semantics fail s
to predict the correct entailments.

(69) a.If someoneis a man, (s)hés mortal.
Socrates is a man.

Socrates is mortal.

b. (3x.man'(x) - mortal' (x)) A man'(s’) = mortal' (s')
voEct:[ cte ct[(Ix.man’(x) -~ mortal’ (x)) A man'(s")] 4 -
ct = ct[(Ix.man'(x) - mortal' (X)) A man'(s’) A mortal' (S")] .
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1. ct = ct[(3Ix.man’(x) - mortal’ (x)) A man'(s")] 4=
2. x ¢ Dom(ct)
3. ct[(3Ix.man'(x) - mortal’ (x)) A man'(s')] - = ct iff

Iman’|yec [mortal’ | ,- and|s’| 4= € [man’|y. , 0 else
4 ctez 0
S Iman’|gec Imortal’ | ,-and|s’| g-€ [Mman’] e
6 ISl € IMortal’ | e
7. ctfmortal' (s")] 4= ctiff |S'| o€ |Mortal' ||, O else
8 vct': ct'[mortal’ (s')] .= ct'
9 ct[(Ix.man'(x) -~ mortal’ (x)) A man'(s')] ,-= ct
10. ct[(3Ix.man’(x) - mortal' (x)) A man'(s’) A mortal’ (s")] .= ct
11.  ctc ctf(@x.man'(x) - mortal' (x)) A man'(s’) A mortal' (S")] e

2.4 Dynamic Extensional Type Theory

The am of thewhde enterprise isthe cmmbination d the theoreticd insights and the empirical
coverage of File Change Semantics with the methoddogicd rigar of Montague Semantics. But
at the present stage, we ae rather in the position d Pre-Montagovian semanticists. We have
developedalogicd cdculus which shows ome fedures that are very desirable for linguistic
semantics, but there is no link between English ar any ather natural language and EDPL
besidesan intuitive crrespondencereation between Engli sh sentences and EDPL-formulae
Particularly, there ae no dred EDPL-counterparts to English lexemes ldwery, a, be etc. In
generd, it isimpaossbleto formulate a ompasitional trandation function between English and
any first-order language. The cnsequence that a higher-order language is necessary seans
inevitable. Spedficdly, the language hasto be augmented with thie-operator. At first glance,
thisdoes nat sean to betoo dfficult. We could simply extend the syntax and the semantics of
EDPL with some additional clauses:

(700 a Besides individual variables, there ae predicate variables V', V" ..., ranging
over n-ary predicates.
b. If ¢ is a formula and v is a variabley.¢ is a predicate.

(71) |ax.a(b), =lal, , where h is exactly like g besides it maps ki
But this drategy causes rious problems, since asgnments are drealy occupied by their

dynamic functions. EDPL-formulae ae interpreted as updates, i.e. functions from sets of
assgnments to sets of assgnments. Hencetheir interpretation canna depend on some particular
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assignment. But this dependency is necessary to make A-conversion work. Asit turns out, the
dynamics of EDPL blocks an extension of the language with-ibgerator in the usual way.

G& 9'914a], elaborating on Janssen['84], make a really ingenious proposal to overcome
thisdifficulty. They observe that this problem is smilar in neture to the semantics of intensional
contexts.

(72) Itis possible that John is a lawyer.

As everybody knavs, the (extensional) meaning d this sentence (its truth value in static
semantics) does not depend functionally on the meaning/truth value of the embedded clause.
The modal operator possible ads like an existential quantifier over possble worlds, and the
embedded clause is evaluated w.r.t. the worlds introduced by this quantifier, na only to the
adual world. The conclusion Montague draws from this observation is that the meaning o
the complement clause in is nat its truth value but a propasition, i.e. a daraderistic function
over the set of possble worlds. Similarly, the dynamic existential quantifier introduces new
assgnment functions, and formulae following such a quantifier have to be interpreted w.r.t.
to these new assgnments. Hence it is convenient to use the tedhnicd tods developed in
Montague's Intensional Logic but to replace worlds by assignments. Accordingly, the dynamic
existential quantifier becomes literally a modal operator, and the logicd courterparts of
pronours, variablesin EDPL, are formally nat any longer variables, but rather a special kind of
constant. Hence "ordinary" variables become free to be used to éedimsraction.

The concrete redizaion d these ideas that is presented here differs in some respeds
from G&S's Dynamic Montague Grammar. The most important modification is the use of
partial sequences instead of total ones™. This refleds just the difference between DPL and
EDPL at the first-order level and therefore makes a qucia difference The second pant is
rather a matter of taste. G& S start to define afull-grown static type theory with truth-condti onal
sentence onredives, quantifiers etc. The dynamic conredives and guantifiers are derived from
the static ones and are actually abbreviations of quite complex static expressions. | think that it
ismore onwvenient to define the dynamic operators as logical constants, but | suppose that this
does not make ared difference The major advantage of my strategy is the fad that Dynamic
Extensional Type Theory (DETT for short) is syntactically as close to EDPL as possible.

°To be predse, G& S use "states" instead of possible worlds, where states are primitive entities, and the
"dynamic variables' (discourse markers) denate functions from states to individuals. But every G&S-state defines
aunique total sequence (by application of the functionisid.F(d)(s)), and hence it makes no practical difference
whether the "worlds" are identified with states or sequences. For a more extensive discusson d the isaue, see
Beaver['93], p. 22.
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2.4.1 The Syntax of DETT

As mentioned abowve, besides "ordinary” constants and "ordinary” variables, there is a third

kind of nonlogical expression in DETT, which play much the same role as variables in EDPL.
Following G& §['914], | cdl these entities discour se markers. For smplicity, they are identified

with natural numbers, althoughit shoud be kept in mind that the ordering days no role here.

There ae some new types and operators in EDPL, but for the reader who knaws Intensional

Logic, this should not cause major problems.

Definition 4.1 Types

TYPE, the set of types of DETT, is the smallest set such that:
e,t,upe TYPE,

If « andp € TYPE, <x,p> ¢ TYPE.

If « € TYPE, <sa> ¢ TYPE

Definition 4.2 Vocabulary

For any typer € TYPE, Con ={c,, c.', c.", ...} are the constants of type
Con =u, rvpe Con.

For any typer € TYPE, Var ={v_, v, v.", ...} are the variables of type
Var =u, qvee Var,

DM = N is the set of discourse markers.

DETT = Conu Varu DM u {=,A,=,1,1,A7,4,3.Y,&,(,), .}

Definition 4.3 The Syntax of DETT
Exp, the set of well-formed expressions of DETT, is the smallest set such that

1) If « € VAR, u CON,, a € Exp,

1)) If « € DM, a € EXp,

i) If & € EXp., .~ andp e Exp,, («(p)) € Exp,
iv) If @ € Exp, and ve VAR, (Av.a) € Exp, ..
V) If « ¢ Exp, andp € Exp,, (« =B) € Exp,,
Vi) If ¢ € Exp,, () € Exp,,

vii)  If ¢ € Exp,, and ve VAR, 3v.¢ € Exp,,
vii)  If ¢ € Exp,, and ve VAR, W.¢ € Exp,,

iX) If $ € Exp,, and de DM, &d.¢ € Exp,,

X) If &, ¥ € Exp,, ($A¥) € Exp,,

Xi) If $ € Exp, 1¢ € Exp,,

xii)  If ¢ € Exp,, 1 € Exp

xiii) If ¢ € Exp, , b € EXp,-
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xiv) If ¢ € EXp,. ,"d € Exp,
xv)  Forallt e TYPE, ifa € Exp, a € Exp

Following the usua conventions, we omit bradkets where passble, and we write ¢V for
(= A =), d-¢ for =(d A ), T for Iv.v=v, L for ~av.v=v, a=f for =(a=p), andc#d.¢ for
~&d.~ .

Onemight objed that the usage of a third basic type ("up" for "update”) besides the
usual ones ("e" and"t") compli caes ontology in comparison with DMG, bu thisis not redly
a problem, since as we will seeimmediately, the interpretations of DETT-expressons are
made from individuals, truth values and natural numbers only, just like in DMG or FCS.

2.4.2 Models, Domains and Contexts

AlthoughDETT has an intensional outfit, the interpretations of DETT-expressons are purely
extensiona entiti es (that's why it is cdled DynamicExtensional Type Theory). Hence DETT-
models do not differ significantly from models for a static extensional type theory.

Definition 4.4 Model for DETT
A modelo%?# for DETT is an ordered pair <E,F>, where
- Eis a denumerable infinite set, the individual domain, and
- Fis afunction that maps each DETT-constant of typeean element of Domj.

The oounterpart of possble worldsin IL are good dd sequences, i.e. tota functions from the
set of discourse markers into theindividual domain, just asin DIL. These objeds are familiar
from FCS.

Definition 4.5 Sequences
S S B

The definition d a context is much the same & in EDPL, with the technicd difference that
we have discourse markers instead of variables and partia sequences instead of assgnments.
Crucidly important isthe fad that interpretationis relativized to total sequences, while mntexts
are made from partial ornes. Hence areduction d the type "up' to "<<st>,<st>>" or to
"<s,<<s,t>,t>>" as in DIL, is impossible here.

Definition 4.6 Contexts
A context ct is a set of sequences which share their domain.
CT =it Up.om POW(E?)
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The various orderings and algebraic operations over the set of contexts (context inclusion,
informativity, completion, join, med, ..) and the designated contexts O and 1 are analogols
to the corresponding notions in EDPL. | therefore omit the definitions here.

Definition 4.7 Domains
Dom(e) 5, E
Dom(t) ={1,0}
Dom(UP) Ziet Ui om, 1o = {U € CTE =2 1 POW(<) |
vct [ Dom(u(ct)) - Dom(ct) = n]l {3}
For all typest,o € TYPE:
Dom(<sg>) =,; Dom(t)®
Dom(<o,t>) =,,; Dom(t)>°")

A few comments on the definition d Dom(up) might be in order. in EDPL, al upward
monatonic partial functions on contexts were mnsidered to updites. Nevertheless only a part

of thisdomain accurred as posshble interpretation d aformula. Undefinedness only occurred as
consequence of a violation d the ounerpart of the Novelty-Familiarity-Condtion.
Consequently, for any EDPL-formulainterpretation, there ae two mutually exclusive fixed sets
“f* and"n" of familiar and rew variables respedively such that any context in the domain of the
update includes f and excludes n. The domain of the output of the updates differs from the
domain of the input exactly insofar that it also includes n.

Sincein DETT, there ae dso type-up constants and variables, we have to ensure that
their interpretations show these properties too. This is the ideabehind the first part of the
definition. Sincethis st excludes the empty function, but the latter may occur as interpretation
of certain complex formulae (like the DETT-courterpart of "P(x) A ¥X.P(x)"), the empty
function has to be added to Dom(up) explicitly.

2.4.3 The Semanticsof DETT

Variables(as oppased to dscourse markers) are interpreted by means of assignment functions
in the usual way.

Definition 4.8 Assignments
The set G of assgnment functionsis the set of functions that have the set of variables as their
domain and assign to each variable of ty@n element of Domy.

If g € G, xe Var,, and ac Dom(z), it holds that
glx/a] = f(f € GAT(X) = anvwyly » x- f(y) = g(y)])
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Before the we can gve the semantics of DETT, we need the nation d the open discourse
markersof a DETT-expression as a prerequisite. A discourse marker d in a DETT-expression
« iscalled "open” iff the meaning of the expressions properly depends on the value d receives
under different sequences.

Definition 4.9 Open Discourse Markers
vs,s',d[s 3S'=4¢ Dom(s-s’) = Dom(s'-s) = {d}]
vd,g[d € od(e) =4 35,S[s 5S'Aallge* lalge]

The definitions for formulae (type-up-expressons) are aain gven in patfix naation.
Relativization to the mode})# is omitted for convenience.

Definition 4.10 Semantics of DETT

For any modeb?#= <E,F>, ge G and < S, it holds that
i) ICllgs =aer F(C) iff € € Con,

i) IVllgs =aer 9(v) iff v e Var,

i) Idllys=4er S(d) iff de DM,

V) ot (B)llg.aer letllg LIl Bllg9,

V) ”)"Vt'ao”g,s :def lf(f € Dom(<‘570>) AVX: f(X) = ”a”g[le],s )’
Vi) 1Ml s Zaer tf(feDom(<sz>) AVt e S:H(Y) =[ely),
V“) ”v(x ”g,s :def ” o ”g,s (S)a

vii)  ctfa = By = {t € CtVSTte S' [alye= 1Bl d}
iff od(a) u od(B) < Dom(ct), undefined else
iX)  Ct[-dly s =g Ct- {t] Ittt AL € ct[d], .
X) PNy s Zaer CHD], L ¥
Xi) Ct3V..$lgs Zger Lk e nomeey ClPlgug s
Xii)  CtV . Plgs Zger ke pome CPlgpung s
xiii) - ct[Ed.d] g s =4er (compl(ct))(Dom(ctlo {dD)[ ¢l
iff d ¢ Dom(ct), undefined else,
xiv)  ct[fa], =4 {tect|vsTte s'~ Jal o= 1]}
iff od(a) =< Dom(ct), undefined else,
XV)  llgs =ger 1 Iff [ Dllgs* DA
Vit < sA{tH &l sis defined- {t} ¢], s+ O].

Contrary other extensional type theories, the interpretation o an expressonis relativized na
only to the model and the assggnment function, bu to sequences too. In particular, the

™ Note that the interpretation of «=p is defined in every index. This interpretation may be apartial
function, but this is another story. In other words, DETfdsa partial logic in the sense of Muskens['89].
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interpretation d the discourse markersimmediately depends on the particular sequence If we
borrow the terminology o possble-world semantics, constants and variables are rigid
expressions. It is nateworthy that in the dauses where updates are built from the meanings
of nonupdate-type expressons (identity and uparrow), the interpretation daes not depend on
the particular sequence ether, and this property is transferred to complex updates. But on the
other hand, whether an upcite provides an ouput in a cetain inpu context depends on the
domain o the inpu. Hence we have to distinguish between open and familiar discourse
markers. The definition d "open dscourse marker" is given abowe. It says that the
interpretation of an expresson depends on the interpretation d certain dscourse markers.
It is important that the set of open discourse markers does nat necessarily depend onthe
syntadic form of the expresson. By way of ill ustration, consider the following examples,
where adiscourse marker not bound bya quantifier is not open, and ore where an open
discourse marker does not occur syntactically:

(73) a. od("8) =@
b. Suppose it holds thatg,s: |intension_of_five, ., <= 1"5 -
Then od(intension_of_five) = {5}

The set of familiar discourse markers, onthe other hand, is defined orly for updates.
It contains thaose discourse markers that matter for the output of the update when applied to
a particular input.

Definition 4. 11 Familiar Discourse Markers
For all$ € Exp,, it holds that:
fd(d) =4s DomU {ct| ct[¢] is defined})

The notion d familiar discourse markers of a formula crresponds to the nations of old
discoursereferentsin DRT or familiar file cards in FCS. Obviously, there is a close connection
between open and familiar d-markers.

Fact 4.1
) fd(e=p) = od() u od(@)
i) fd(Ta) = od()
i) od(d) < fd(d)

The last clause foll ows from the foll owing fad which is a amnsequence of the way Dom(up)
is defined.
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Fact 4.2

For all models%#, sequences s, assignments g, contexts ct and ct', and formulae
¢ € Exp,, it holds that:

)] [ct[d],is defined= ct'[], < is defined] if Dom(ct) = Dom(ct),

i) (ctU ct)[], s is defined if ctp], . and ct'p],  are defined.

Note that the implications go only in one direction.

The dauses of the intensor and the extensor are equivalent to the mrrespondng ores
in IL. lIdentity is a straightforward generdlizaion d the arrespondng ndion in EDPL, bu
sinceit is arelation between meanings of arbitrary types now, it allows for instance to state
equivalence between updites in the objed language itself and nd only in the metalanguage
asin the EDPL-paragraphs. Negation and conjunction are analogous to the EDPL-connectives,
and dynamic existential quantification (" &") is pradicdly equivalent to 3 in EDPL, too,
except that we have discourse markers instead of variables. The definitistaté existential
quantification ("3") and static universal quantification ("v") is an extrapdation d the
following properties of quantification in IL into DETT.

(74) a. {<w,t>] |3V, Pl =
b. {<w,t>] IV, bl q =

1} UxeDom(t) {<wW, ] bl g = 1}

1} = ﬂXeDom(t) {<W,t> 1Pl g = 1}

Static universal quantificaionis not definablein terms of existential quantification and regation,
sincenegation (and hence dso -3v-) blocks the dynamic binding pdentid of the formulain its
scope, while static universal quantification does not.

Up-arrow and dawvn-arrow provide atod to switch between static meanings (truth
condtions) and dyramic ones (upcates). Let us dart with up-arrow. What does it mean to
update a ontext, i.e. a set of partial sequences, with a static formula? The most natural way
to doso is smply to filter out thase sequences in the cntext that fail to make the formula
true.But this only works if the context happens to consist only of total sequences. In the more
common case where a ontext consists of properly partia sequences, we have to complete these
partial objedsto make them legitimate indices for the evauation d the formula. But then we get
values for discourse markers that were nat in the domain of the original sequence Hencewe
have to ensure that these discourse markers do nd matter for evaluation, i.e. are not open in the
formula.

The agumentation is smilar with dowvn arrow. Intuitively, an updite is true w.r.t. a
particular sequence if and only if the update can felicitously be applied to the maximal context
that consists only of this squence But if the update contains an occurrence of the dynamic
existential quantifier, there is no output defined. Therefore we restrict attention to those values
the sequence defines that in fad matter for the interpretation d the upcete. In principle, up-
arrow is definable from down-arrow, identity and tautology.
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Fact 4.3Definability of
For alla € Exp , sequences s, and assignments g, it holds that

IMellgs=lI(ec = 47)llgs
The proof follows immediately from
Fact 4.4Tautology

For all sequences s and assignments g:
) Wrlgs=1

Proof:

1. Wrlgs = H3V.V=V] g % definition ofr
2. IWrllys = 1 iff {sSpod(Iv.v=v)[av.v=v], # O

3. od@v.v=v) =0

4. {sh@ =1

5. 13v.vavlys = U pome UV gus

6. 13v,.vavlge = Wopome 1

7. 13v.v=v],, =1 =0

[

Ascan be seen from the prodf, the interpretation of the tautology is in fact the identity function
on contexts. Contradiction, on the other hand, maps any input to the absurd @ontext

Down-arrow makes the definition d truth in a ntext, truth in a model, and logicd
truth rather simple.

Definition 4.12 Truth
For all models?, contexts ct, and formulajee Exp,, it holds that:

Cli=ge iff vs,g[se compl(ct)- [Id]yeqs= 1]
= O iff Vsyg:””d)”ca)ﬁ,g,s: 1
= iff Vo2e,s,0: 11l e gs = 1

Note that again, aformula containing freevariables or familiar discourse markers that are not
in the domain of the mntext of evaluationistrueif and orly if the crrespondng unversaly
quantified formula is true.

The corresponding notions of entailment are straightforward.
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Definition 4.13 Entailment
For all models¥, contexts ct, and formulagy € Exp,, it holds that:

(b '=cf))?,ct III Iﬁ Vs,g: Ctﬂ)]cﬂ)ﬁ,s,g Eore III
b=y ¥ iff vct,s,g[ctip] Q%,s,gis defined - ct[}] e V]
b= ¢ iff Vo2 ct,s,g[ctih] e s oIS defined - Ctd] e s g =we VI

As aready mentioned, syntadic identity allows to state identity of interpretation. Thisis not
astrivial asin static semantics snce an identity statement in DETT is interpreted as an update
and hence does not have a truth vaerese.

Fact 4.5ldentity
For all models%# and type-identical expressioasandf, it holds that:

'=C,c))f-> (a = B) Iff Vs1gi| o ||Q9)f-’,5,g = ” B ”Q‘)}E’,&Q

Proof (left to right):

= 0 = B

vs, g (a=P)lgs=1

vs,g,t[ tc sA {t} a=p],is defined- {t}f a=B],.* O]

vs,g,t[ te sA od(e) u od(B) = Dom({t}) - {t}f a=B],s* O]
vs,s',g,t[ tc sA od(@) u 0d(B) c Dom({t}) Atcs'~ allye=1Blgs]
s,5,0,t] te 1 ' 0d() U 0d(B) = Dom({}) - llgs=Blgs]
vs.s',g[ 0dg) U od(B) ¢ Dom({s N S ~ alye= [Blge]

od(@) < DOM{s N $Y) - lalys= [l

Vs, gl ellgs=1Bllgs]

0 © 0N kb

The qucia step isline 8. Its validity followsimmediately from the definition of open discourse
markers, and it implies that the interpretation of bathandp is identical under s and s'in line
7. The proof in the other direction is obvious.

A-conversion holds with roughly the same restrictions as in DIL.

Fact 4.6 A-Conversion
= AV.a(B) = [B/V]« if:
i) all free variables irp are free for v inx, and
i) for every subexpressionof o that contains v as a subexpression, it holds
that:

od(B) = od([B/V]y).

The secnd clause ensures that no dmarker open in 3 becomes closed after A-conversion.
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Espeadaly, if p contains open d-markers, v must nat stand in the scope of "A", "1", or "="
ina.

Fact 4.7 ~-Elimination
= o =a

This theorem is of course familiar from IL, and it is equally familiar that ~« = « only hdds
if a is intensionally closed, i.e. agl(= & in DETT.
Up-arrow and down-arrow behave similarly in this respect.

Fact 4.8 1-Elimination
= o =a

fld=¢isonyvaidif ¢ isstatically closed, i.e. ¢ does nat introduce new discour se markers.

Definition 4.14 New Discourse Markers

nd(@®) =,s Dom{Hct| ct[¢] is defined}d]) - fd(d)

The way Dom(up) is defined ensures that a given updite introduces the same set of discourse
markers in every context it is applied to.

Fact 4.9
For all models%#, sequences s, assignments g, contexts ct, and formulae
¢ € Exp,, it holds that:

nd($) = Dom(ctfp], ) - Dom(ct)

There ae severd rules that spedfy how the sets of familiar and new d-markers of a
complex update depend on the respective sets of their parts.

Fact 4.10
) fd(¢Ay) = fd(d) u (fd(¥) - nd@))
nd@Ay) = nd@) v nd(y)

ii) fd(=¢) = fd(d)
nd(-¢$) =9

i) fd(Ed.p) = fd@d) - {d}
nd(&d.¢) = nd) u {d}

iv)  fd(@v.d) = fdwv.¢) = fd(@)
nd@v.) = nd@?v.$) = nd@)
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The fads are dl well-known from EDPL; newly introduced d-markers in the first conjunct
dynamicdly bind familiar onesin the seandconjunct, negation closes off the dynamic binding
patentia of newly introduced d-markers whil e the familiar ones are unaffeded, and the dynamic
existential quantifier introduces a new d-marker.

The dose mnredion ketween DETT and EDPL ensures that the aucial equivalences
(and nonrequivalences) that had in DETT are dso vaid in DETT. Commutativity still requires
a further restriction.

Definition 4.15 Distributivity
An updite ¢ is cdled distributive iff for al Models %, contexts ct, sequences s and
assignments g, it holds that:

Ct[(b]cf)?s,g = Uiect {I}[ (b]cf)?s,g

Fact 4.11
)] Associativity of dynamic conjunction
=((@AP)AX) =AW AX)
i) Dynamic binding
- &d. oA Y =&d. (A Y)
iii) Restricted commutativity
=bANY =P AP
iff nd(¢) n fd(¢) = nd@) n fd(¢) = @ and bothkp andy are distributive
V) Restricted law of double negation
-d=--¢ iffndp)=0
V) Donkey equivalence
= &dd - v =cHd(d - ¢)

244DETT and DIL

For the readers that are familiar with G& S's Dynamic Intensional Logic, the relation between
this logic and DETT will be sketched. The syntax of bath languagesis closely related. Both
have e ad t as basic types and alow for intensional types. Hence dl the DIL-constants and
-variablesare & the same time DETT-constants and -variables. As long as the set of discourse
markersin DIL isadenumerably infinite set, these expressons may be identified too. But since
DETT makes use of athird basic type "up’, the norlogcd vocabulary of DIL is a proper subset
of that of DETT.

Things are similar w.r.t. the semantics. From the last sentence, it follows immediately
that every DETT-interpretation-function can be restricted to a DIL-interpretation function.
Hence there is a simple function from DETT-models to DIL-models.
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Definition 4.16 Model Correspondence

For every DETT-mode¥)Gerr = <E, Ferr>, there is a unique DIL-model
%, = <E, S, K, > such that:

i) S=p"

ii) vseS,deDM :Fp, (d)(S) = S(d)

i) vee(Coryy - DM): Fyy (€) Syt Foerr (€)

With this badkground,it is passbleto define asmple compositiona trandation function
from a very large fragment of DIL into DETT. This fragment includes al DIL-expressons
G&S['914a] use in their Dynamic Montague Grammar.

Definition 4.17 Translation DIL ==> DETT
[a] is the DETT-translation of the DIL-expressian

)] [a] =« iff « € Con,, u Var,, u DM
i) [a(B)] = [«l(LR])

i) [a AP = J(1a] A[RD)

iv) [~a] = |-f[a]

V) [Tv.a] = lav.[«]

vi)  [a=p] = V([a] = [B])

vi)  [AV.a] = AV.[a]

vii)  [{ a/d}B] = |(&d. d =[] A T[B]) iff B € Exp
ix)  [{a/d}p] = Av U(¥&d. d = [u] A T[BI(V)) iff B e EXp..
X)  [a] = Mo

xi)  [a] =[]

It holds that the meaning d the translations under o%4;; are identicd to the meanings of
the corresponding DIL-expressions under the corresponding Rigel

In DIL, "state switchers" may apply to expressions of arbitrary type, but the translation
worksonly if B in viii) andix) has atypethat is either identicd or based on't Nevertheless, in
all DIL-expressons that G& §['91a] use & trandations of their fragment of English, state
switchers only apply to formulae This ensures that Dynamic Montague Grammar is completely
expressible within DETT.

A meaning-preserving trandation from DETT to DIL, on the other hand, is impossible
since updates in DIL are total functions over contexts and contexts are sets of states, and
states may be identified with total sequences, while DETT-updates may be partial in bah
dimensionsAswe will seein the next paragraph, the DETT-translations of English sentences

3f the 1-operator were defined in DETT, the general translation rule for state-switchers would be:

[{ a/d}B] = 1x.vy4d.(d=[a] A Ty([B]) - Ty (X)).
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I will propase will usually denote updates that are not expressble in DIL, athoughthey are
truth-conditionally equivalent to the interpretations of the same sentences under DMG.

2.5 Interpreting English with DETT

Theformal languege DETT, asit is developed so far, alows us to interpret a (admittedly very
small) fragment of English such that the interpretation is fully (S-)compasitional in the rigid
sense defined at the beginning of the chapter, but the model-theoretic objects that are assigned
to Engli sh sentences are very much identical to the interpretation these sentences receive under
Fil e Change Semantics. The treament of more complex lexemes like the definite determiner or
adverbs of quantification is left to the next chapters.

The strategy we will follow iswell-known from Montague Grammar. Instead of stating
theinterpretations of English lexicd items and the combinatory rules connecting them directly,
we will give atrandation from English to DETT, and the compasitionality of this translation
function ensures that an interpretation o English is implicitly defined, nramely the function
composition of the translation and the interpretation of DETT that was given above.

Let me first make atermindogicd remark. In MS, sentences are translated into IL-
formulag i.e. type-t-expressons. The interpretation o a formula is a truth value, bu it is
relativized to the possble world of interpretation. Therefore the meaning o a formula (and
ceteris paribus a sentence) is usualy identified with itsintension, i.e. a characteristic function
over the set of posgble worlds (which is equivalent to a set of possble worlds). We will
translate sentences into type-up-expressons. Accordingly, meanings of sentences soud be
identified with intensions of those expressons, namely functions from sequences to updies. But
the updates we will be deding with are dways intensionaly closed, and therefore their
intensions are mnstant functions. For simpli city, when talking abou the meaning of asentence,
we will refer to theextensionof its translation under an arbitrary sequence, i.e. an update.

We will restrict our attentionto the mnstructions that were discussed so far, i.e. donkey
sentences and crosssentential anaphaa. Syntadicdly, indefinites and unversally quantified
DPs,proper nours, pronours, VPs with both transitive and intransitive verbs, relative clauses,
and if-condtionals were invalved. For this purpose, a very simple context-free grammar will
suffice.

Definition 5.1 The Syntax of a Fragment of English

)] S ==> DP, VP
i) S ==>§, S

i) DP ==>PN

V) DP ==>D, NP
V) NP ==>N

vii. NP ==>NP,RC
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Vil RC ==>RP, VP

vii) VP ==>1V

IX) VP ==>TV, DP
X) VP  ==> AUX, PrP
Xi) PrP  ==>{A, DP}
Xii) S ==>_, S

xii) T ==>8S

xiv) T ==>S, T

The last two rules extend the average of the syntax to the text-level, as it is common from
FCS.

Definition 5.2 The Lexicon of a Fragment of English

i) PN  ==>{he, shg, it, someong John, Socrateg Fidg,, ...}  with deDM
i) D ==>{a, every}

iii) N ==>{man, farmer, donkey, ...}

V) RP  ==>who

V) IV ==> {walks, talks, ...}

Vi) TV  ==>{owns, beats, ...}
vi) C ==>if

vii)  AUX ==>Iis
IX) A ==>{mortal,...}

The first two lines of the lexicon are literally meta-rules for an infinite dassof lexicd rules,
one for every discourse marker.

Beforethe mncrete trandations and translation rules can be given, we have to fix how
the syntadic caegories of English are mapped to DETT-types. The only thing we know a
priori isthat the cdegoriesSand T are mapped to type "up". To keep the translation procedure
simple, it is convenient to assume that syntadic concaenation generally corresponds to
function-appli caion-in-intension, with the exception that text formation correspondsto dyramic
conjunction.

Definition 5.3 Type Correspondence

) S --> up
1)) NP  --><<s,e>up> (= pred)
i) N --> pred

V) VP  -->pred

V) \Y --> pred

Vi) DP  --><<s,pred>,up> (= term)
vii) D --> <<s,pred>,term>
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vii) PN -->term

iX) TV --> <<s,term>,pred>

X) RC  --><<s,pred>,pred>

Xi) RP  --><<s,pred>,<<s,pred>,pred>>
xii) S --> <<Ss,up>,up>

xii)  C --> <<S,Up>,<<s,up>,up>>

xiv) T --> up

The best way to explain this is to look at concrete examples.
(75) He,talks.

The interpretation d the verb talks shoud in some way be related to the one-placefirst-order
predicate mnstant talk'., ., which is interpreted as the set of talking individuals. But talksis
an intrangitive verb, and therefore itstrandation hes to be adynamic predicae, i.e. an expresson
of type <<s,e>,up>. Both types can be related by a kind of type-shifting.

(76) talks -->Ax.ftalk' ("x)

The lowercase Latin letters x,y,z,... are meant to range over variables of the type <s,e>.

The pronounhe,, onthe other hand, shoud be related to the discourse marker d, since
the syntadic (or rather lexicd) indices are intended to be identicd to the discourse markers
occaurring in the translation. Discourse markers have the type e and the translation of pronouns
have the type term, hencetype-shiftingis required again. (P,Q,... range over variables of type
<s,pred>)

(77) he,--> AP.P{"d}

| adopt Montague's brace-convention and we@} instead of ().

The DETT-operations corresponding to the syntactic rules of English follow a uniform
principle: nonbranching noas inherit the trand ation from the daughter node and the translation
of abinary nockis the function-appli caion-in-intension of the translations of the daughters, the
direction depending on their logical types.
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(78) a. talks: IV ::Ax.ttalk' ("x)
'ltalks o VP sax.ttalk' ("X)
I he,:: PN :AP.P{"d}
I lhq, . DP ::AP.P{"d}
!—Ied/talks i S AP.P{Ad}(MAx.talk’ (X))

b. AP.P{"d}(*"Ax.1talk'("x)) = "™Mx.ttalk'("x){*d} % Ai-conversion

="M ttalk'("x)("d) % brace convention
= Ax.ftalk'("x)("d) % “"-elimination
= ftalk' ("*d) % A-conversion
= ftalk’ (d) % “"-elimination
c. ct[ftalk’ (d)] = {s e ct| s(d)e F(talk')}

iff d € Dom(ct), undefined else

Themeaning d He, talksisthe update that is defined in all contexts containing d in its domain,
andit filters out those partial sequences in the input context that map d to a talking individual.
The truth-conditional impact of this update can be calculated by application of down-arrow.

(79) Umntalk' (d) =talk’ (d) % L f-elimination
vs,g:[talk’ (d)|s,= 1 iff s(d) e F(talk")

In words: The formulatalk'(d) (and hence the sentence He, talks) is true under al sequences
where d is mapped to a talking individual. The same thing is predicted by FCS.

(80) A, man walks.

Do na be mnfused by the fad that the determiner and nd the DP beas the index; you may
imagine that the index percolates from the heal to the DP. The tranglations of walks and man
aresimilar to talks, and the indefinite article is translated as a dynamic two-place second-order
predicate based on the dynamic existential quantifier.
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(81) a. walks :: IV ::Ax.twalk' (*x)
I
VP a,:: D 1 APAQ.&d.P{"d} A Q{"d}
||
| ] man :: N :AX.tman'("X)
|| I
|| NP
|| /
| ayman :: DP :: fPAQ.&d.P{"dIAQ{ A} (M Ax.Tman'(*X))
I

/
Agman walks :: S XPAQ.&d.P{"d}IAQ{"d}) (™ Ax.Tman'("x))("Ax.Twalk' (X))

b. (APAQ.&d.P{"d} A Q{"d})(™ Ax.tman'(*x))("Ax.Twalk' ("X))
= (AQ.&d.Mx.tman'(™)}{"d} A Q{"d}(*™ Ax.twalk’ (X)) % A-conversion

= &d.Mx.tman'(x){"d} A Ax.twalk' ("x){*d} % A-conversion
= &d. M Ax.tman'("x)(*d) A M ax.twalk' (x)(Md) % brace-conv.
= &d.Ax.tman'("x)(*d) A Ax.twalk' ("x)("d) % “~-elimination
= &d.tman'(**d) A twalk' ("“*d) % A-conversion

= &d.tman'(d) A twalk'(d) % “"-elimination

c. ct[&d.tman'(d) A twalk' (d)] = {su <d,a>| &ct A ac F(man') n F(walk')}
iff d ¢ Dom(ct), undefined else

The meaning d the sentenceis an updite that is defined in those @ntexts that do nd contain

d in their domain and it introduces d into the domain of the input such that d is interpreted

as an arbitrary walking man. Note that the dfed of the Novelty-Familiarity-Condtion is

achieved in (78) and (81) without making reference to syntactic features like [+/- definite].
The truth-conditional impact does not come as a surprise:

(82) vs,g:|I(&d.tman'(d) A twalk' (d))|s,= 1 iff F(man') n F(walk') = @

Thetruth value of the sentencedoes nat depend on a particular sequence but only on the model
of interpretation. If there is a walking man in the model, it is true, otherwise false. In ather
words, the truth-condtions are equivalent to the static interpretation o the first-order formula

(83) 3Ix [man'(x) A walk' (X)]

The dynamics of the system presented here come into pay if we passover to text
formation.

(84) A, man walks. Hgtalks.
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As mentioned abowe, the trandlation rule for text formation forms an exception since it does
not involve function application but dynamic conjunction.

(85) a. Ajman walks. :: S :&d.tman'(d) A twalk' (d)

I

T He,talks. :: S ::ftalk’' (d)

|/

A ,man walks. Hgtalks. :: T ::&d.tman'(d) A fwalk' (d) A ftalk’ (d)

b. ct[€&d.tman'(d) A twalk' (d) A ftalk' (d)]
={su<d,a>| ectA aec F(man') n F(walk') n F(talk')}
iff d ¢ Dom(ct), undefined else

c. vs,g: |1 &d.tman'(d) A twalk' (d) A ftalk’ (d)], = 1 iff
F(man') n F(walk') n Ftalk') = @

Thetruth-condtional impad is again intensionally closed, i.e. the truth value does not depend
on sequences but only on the model, and it is equivalent to the static interpretation of:

(86) Ix[man'(x) A walk' (x) A talk' (X)]

In Montague Grammar, the interpretation d a proper nounlike John is assumed to be
the ultrafilter generated by the individual "JohiXR.P{'}). We cannot take over this analysis
as it is since proper nouns have a dynamic impact, similar to indefinite expressions.

(87) John, walks. He talks.

Thereare two ogions for deding with this phenomenon. It is obvious that the trandation o
John invalves the discourse marker d in ore way or the other, but it is unclea whether it
introduces or rather picks out this d-marker. To pu it another way round,we have to deade
whether John shoud be analyzed as ynonymous to an individual named John or to he - his
nameisJohn - . There ae agumentsfor either view. Thisis a first instance of the more general
problem of how to tred definite full DP's as oppased to definite pronours. The issue will be
discussed in some length in the next chapter. For the time being, | follow G&S['914] in
advocaing the "indefinite" analysis, bu it shoud be kept in mind that this is not the whole
story.

(88) John, -->AP.&d.j = dA P{rd)

J' isatype-e-constant rigidly denoting the individual named John. Since the syntactic structure
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and the translation procedure of (87) is obvious, only the result is given.

(89) a. &d.j' =dA twalk'(d) A ftalk' (d)
b. ct[&d.]' =dA twalk'(d) A ftalk' (d)] =
{s u{<d, F(')>}| sectA F(') € F(walk') n F(talk')}
iff d ¢ Dom(ct), undefined else
C. vs,g:[l&d.j =dA twalk'(d) A ftalk' (d))s,=1
iff F(j') e F(walk') n F(talk')
d. walk'(j') Atalk' (j')

The tranglation is given in (a), its meaning in (b), the truth-condtional content in (c) and an
equivalent static formula in (d).

(90) If someongis g, man, hgis mortal

The tranglation d the indefinite pronounis graightforward; someoneis just an indefinite DP
without descriptive content. The treament of the mwpuaisis smilar to Montague's analysis,
but we have to take cae that the referential index of the predicaive DP becomes neutrali zed
somehow. This can be dore by applicaion d i, since it makes occurrences of the dynamic
existential quantifier in its scope in some sense invisible from outside.

Fact 5.1Up-Down
= 11L&, & ,eq("d) =3y. a(?y) iff a(”d) is distributive.

Thisisnat identicd to the dfed of static dosure (doulde negation), since 1l also cancds the
presuppdasition that the d-markers introduced in its £ope ae new, while doulde negation orly
blocks their dynamic binding potential.

(91) a. someong --> AP.&d.P{"d}
b. is -S> ATAXTIT{MN Ay x="y}
c. mortal --> AP 3x(Tmortal’ (x) A P{"x})

We start with the translation of the single clauses.

(92) a. isg man -->ATAXHT{" Ay. x="y}(* AP.&d"tman'(d") A P{*d"})
= AX. TU(AP.&d".tman'(d") A P{Ad' (M Ay."X="y)
= AX. 1l &d'. tman'(d") A Ay. x="y("d")
= AX. 1l &d'. tman'(d") A "x=d'
= AX. 1l &d'. Az.(fman'(*z) A "x="z)("d")



60 Chapter 2. The Dynamic Framework

= Ax. 113y, Az.(tman'(*z) A "x="z)("y)
= Ax.3y( tman'(y) A "x=y)
= AX.fTman'(*x)

b. Someongis g man -->&d. tman'(d)

(93) a. ismortal --> ATAX T Ay x="y}* AP3z(tmortal' (z) A P{"z}))
= AX.tUAP3z(tmortal' (z) A P{"z})("Ay."X="y})
= Ax.tl.3z(tmortal' (z) A Ay."x="y("z))
= Ax.tl.3z(tmortal' (z) A "x=2)
= Ax.tmortal’ (*x)
b. He,is mortal --> fmortal’ (d)

The complementizer if is trandated as implication as usual. Since Novelty-Condtion effeds
are not desired for indefinites in the scope of a condtiond (seebelow), 1l applies both to
the consequence and the implication as a whole.

(94) if -->ApAq.ti(Cp-1lrq)

(95)
he, is mortal :: S :tmortal’ (d)

I if :: C o ApAQ.ti(p-11"q)

I I someongis g man :: S ::&d. tfman'(d)

I ilf S(/)meongis g man ::S :: Aq.1U(&d. tman'(d) - 1l q)

If some/ongzis g man, hgis mortal :: S :1l( &d.tman'(d) -~ tmortal’ (d))

According to the donkey equivalence, we have

(96) fi( &d.tman'(d) - tmortal' (d)) = tl(c#d(tman'(d) - tmortal' (d)))
ct[tl(c#d(tman'(d) - tmortal' (d)))] = ct iff F(man') < F(mortal' ), O else
Itl(c#d(tman'(d) -~ tmortal’ (d))) = l(c#4d(tman’(d) - tmortal' (d)))
|¥(c4d(tman'(d) - ftmortal' (d)))| = 1 iff F(man') < F(mortal')

vx(man'(x) - mortal’ (x)) % static first-order formula

® 2 0 T 9o

The meaning d (90) is a pure test update. If every man is mortal in the model, it equals
tautology, otherwise antradiction. This is the first time that the interpretation ou system
asdggns to a sentence differs sgnificantly from the Heimian interpretation. FCS predicts the
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same truth condtions, bu Heim argues in some length that it is necessary for the indices of
indefinitesto be novel file cads, nomatter whether the indefinite is embedded into a cndtional
or not. To pu it another way round,she wants the Novelty Condtionto apply nat only to the
interpretation d a sentence @ awhae but to every part of it too. Nevertheless| canna convince
myself that statements like (90) bea any presuppdasition. According to my intuitions, the
sentenceis feli citous/defined in any fil e/context, and this is just what is predicted by the system
presented here.

The truth-condtions given in (96dg) shoud be linked to the sentence Every man is
mortal too, since this sentence is intuitively equivalent to (90). Let us prove this formally.

(97) every, --> APAQ.Tlcd. (P{d} ~ 11Q{ d))

(98)

is mortal :: VP :Ax.tmortal' ("X)

I every,: D 1 APAQ.Tlc#d. (P{"d} - 11Q{"d})

I I man :: NP :Ax.tman'("X)

I Lveix, man :: DP :AQ. flc#d (tTman'(d) -~ 11Q{"d})
IEveryd inan is mortal :: S tlc#d (fTman'(d) -~ tmortal’ (d))

From the preceding discussion, it should be clear that the deductions

(99) a. Every man is mortal. b. If someongis a man, heis mortal.
Socrates is a man. Socrates is a man.
Socrates is mortal. Socrates is mortal

are correctly predicted to be valid.
Now the analysis of the donkey sentences is a pure formality. We still neal the
translations of transitive verbs and the relative pronoun.

(100) owns --> ATAX.T{"Ay.town'("x,y)}
who --> APAQAX. P{x} A Q{x}

The treament of transitive verbsis borrowed from Montague's analysis of extensional transitive
verbs.T is a variable that ranges over term-intensions, and own_, _, .. Of course denates the
ownership-relation. The trandation d who isjust atype-shifted verson d dynamic conjunction.
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(101)

owns :: TV ZATAX.T{" Ay.town'(*x,"y)}

I a, donkey :: DP :1Q.&d".tdonkey'(d") A Q{"d'}

Lwns @/donkey :: VP:AXx.&d'. tdonkey'(d) A town'(*x,d")

I who :: RP APAQAX. P{x} A Q{x}

\|/vho ov{/ns a donkey :: RCAx. &d'.t1donkey'(d") A fown'(*x,d")

I farmer :: NP :Ax.ffarmer’ (*x)

1|‘armerlwho owns adonkey :: NP :Ax.tfarmer' ("x) A &d'.tdonkey'(d") A fown'(*x,d")
I every, :: D APAQ.Tlc#d(P{"d} - 11Q{"d})

1—:-ver)(j f/armer who owns adonkey :: DP

2 AQ.tlcsde#d' (tfarmer' (d) A tdonkey'(d) A town'(d,d") - 11Q{"d})

I beats :: TV :ATAX.T{" Ay.ftbeat'(*x,"y)}

I I it, :: DP :AP.P{"d’}

I Ibea{[s it ;2 VP 1 AX.Tbeat'("x,d")

IEveryd 1{armer who owns adonkey beats jt:: S

.. Tlesdes#d'(tfarmer' (d) A tdonkey'(d’) A town'(d,d") -~ tbeat'(d,d"))
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(102)
a, farmer :: DP :AQ.&d.tfarmer' (d) A Q{"d}

|

| owns g donkey :: VP:Ax.&d'. tdonkey'(d’) A fown'("x,d")

| /

a, farmer owns gadonkey :: S ::&d &d'.tffarmer' (d) A fdonkey'(d’) A fown'(d,d")

|

| if 2 C i ApAQ.tlp- tlq

| /

if a4 farmer owns adonkey ::S

2 AQ. tlesde#d (tfarmer' (d) A tdonkey'(d’) A fown'(d,d") - 117q)

I beats i} :: VP ::Ax.Tbeat'("x,d")

I I he, :: DP :AP.P{"d}

I Ihed éeats it ;- S ::tbeat'(d,d’)

If ay far/mer owns adonkey, hgbeats it :: S

.- Tlesdes#d'(tfarmer' (d) A tdonkey'(d’) A town'(d,d") - tbeat'(d,d"))

(103) a. ct[tlc#dc#d (tfarmer' (d) A fdonkey'(d’) A town'(d,d") - tbeat'(d,d"))]
= ctiff F(farmer') x F(donkey') n F(own') c F(beat’), O else
b. [lc#dessd (tfarmer' (d) A Tdonkey'(d) A Town'(d,d’) -~ Theat'(d,d"))s,
= 1iff F(farmer') x F(donkey') n Flown") c F(beat’)
c. wxvy(farmer' (x) A donkey'(y) A own'(x,y) - beat'(x,y))

The two donley sentences are predicted to be equivalent. Their meaning is a test update that
leaves the input context unchanged if the truth condtions are fulfilled by the model. These
truth conditions can be paraphrased Viatlery farmer beats every donkey he owns.

To conclude the dchapter, a few comments abou the role of the Novelty-Famili arity-
Condition (or its DETT-counterparts) are in order. It was already mentioned that G&S's DMG
uses only total updhtes as the interpretation d Engli sh sentences. Consequently, contexts are
sets of total assgnmentsin their theory, withou any spedficaion o adiscourse domain asin
FCS. As an example, take aminimal pair of sentences which ory differ w.r.t. the (in-
)definiteness of a certain pronoun.

(104) a. Someongwalks.
b. He,walks.

According to DMG, bah sentences are defined in any context of utterance, including the
minimal context of completeignaance(cdled 1in DETT). In thefirst place DETT and FCS
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predict that nothing is wrong with the asentence in this context, while the b-example does
nat define an output or is infelicitous respedively. In contrast, DMG does not only fail to
predict this contrast in felicity, it even assgns the same output to bah updites. The reason
for this disadvantage is the fad that DIL is unable to express the presuppdasition/partiality
triggered by a definite pronoun(translated into a familiar discourse marker in DETT). This
argumentation shows that something correspondng to Heim's Familiarity Condtion is
indispensable.

The picture dhanges as on as we @mnsider the Novelty-part of the NFC. It seams
extremely courterintuiti ve to me that indefinites give rise to any ndion d partiaity. The fad
that the file cad introduced by an indefinite DP has to be new in FCSisin fad nothing more
than an artifad of the way FCS deds with syntadic indices, and | canna see ay empiricd
motivation for it. In the theory presented here, the undesired consequences of the Novelty
Condtionin the context of condtionals and universal quantifiers can be avoided by application
of the tl-operation (see dowe), bu there is no straightforward way to escgpe them as far as
matrix indefinites are cncerned. It might appea that this is the price we have to pay for the
advantages of the Familiarity-Condtion, bu aswe will seein the next chapter, there is a way to
get rid of the Novelty Condition without touching familiarity.



Chapter Three:
Topic-Comment-Articulation and Definiteness

3.1 Definiteness = Familiarity?

3.1.1 Heim's Theory of Definiteness

In the precaling chapter, we were merely concerned with indefinites (both pronours and full

DPs) and cfinite pronouns, ignoring definite full DPs. As far as indefinites are concerned, the
contrast between a pronaminal and a non-pronominal DP is simply the absence vs. presence of
a predicate restricting the value of the discourse marker introduced.

(1) a. Someongwalks. ==> £d. fwalk'(d)
b. A, man walks. ==> £d. tman'(d) A ftwalk'(d)

The first idea that comes to mind is to treat definites in parallel fashion.

(2) a. He,walks. ==> fwalk'(d)
b. The, man walks. ==> fman'(d) A fwalk'(d)

But as Heim['82,p.232 corredly observes, such an anaysisleadsto courterintuiti ve predictions.
For instance, it fail sto expressthat thereisa cetain asymmetry between the predicae expressed
by the NP (manin (2b)) and the one crrespondngto the VP (walks). Hence (2b) is predicted
to be equivalent to both (3a) and (b), which is clearly the wrong result.

(3) a. The,walking entity is a man.
b. He, is a man and hevalks.

On the other hand, there is driking evidence that definites smetimes do pck up familiar
discourse markers that were previously introduced by an indefinite.

(4) a. Ayman comes in. ... Thenan wears a hat.
b. If a farmer owns gdonkey, thgdonkey kicks him.

(4b) is particularly interesting sinceit neither presupposes nor asserts the existencemfjae
donkey (the farmer may own as many donleys as you want). Therefore an anaysis that assumes
unigueness (presuppased o asserted) as part of the meaning o a definite description makes
wrong predictions, too. Hence the proposal in (2) seems to hint at a solution. Heim says:

65



66 Chapter 3. Topic-Comment-Articulation and Definiteness

"Generalizing from the example [..], | am propasing that the present theory [FCS, G.J] be augmented by the
following asaumption: Definites contrast with indefinites in yet ancther resped, aside from their different
behavioursw.r.t. [..] the Novelty Condtion: In definites, the descriptive mntent of the NPis presupposed, whereas
in indefinites it is (merely) asserted."

Heim['82], p. 223

In her file-metaphar, this means that a definite does not pick upjust any arbitrary familiar file
cad, bu onethat already contains an entry matching with the meaning d the NP c-commanded
by the aticle. The same objedions that were made ajainst the apeds of the Novelty-
Familiarity-Condtion arealy discussed cary over to the technical implementation of this idea:
Heim makes the presuppasition a part of a felicity condtion that depends on the syntadic
feaure [+definite]. In ou compositional reformulation, we again make use of partiality instead
of felicity.

The only presuppdsitionsthat are expressblein DETT are those @wncerning the familiarity
or novelty of a particular discourse marker. To incorporate Heim's propaosal, we have to augment
this language with an operator that expresses restrictions on the value of ad-marker. Sinceits
semantics is very similar to the dynamic necessty operator to be introduced later, the same
symbad isused. We add a clause both to the syntax and to the semantics of DETT and give the
"Heimian" translation of the definite article.

(5) a. If ¢ € Exp,, O¢ € Exp,,
b. ct[Od], s =4 Ct iff ct = ¢, undefined else.
c. the, ==> APAQ.OP{"d} N Q{"d}
The sentence in (2b) now translates to
(6) Otman'(d) A ftwalk' (d)
There ae two possible sources of undefinedness of this update in a particular context: Either d
isnat inthedomain o the input context at all, or there are sequences in the input that map d to

anonman. Hence a ouput is defined if and orly if both parts of Heim's Felicity condtion
(familiarity of the file card and presupposition of the descriptive content) are fulfilled.

3.1.2 Anaphoric and Referential Definites

This theory works well for asubclassof definites that are cdl ed "anagphaic” in theliterature (cf.
Quirk et al.['85]).

(7) a. Ayman walks. Hgtalks.
b. A, man walks. Theman talks.
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These sentences translate to

(8) a.Zd.tman'(d) A ftwalk' (d) A ttalk’ (d)
b. £d.tman'(d) A fwalk' (d) A Ofman’(d) A ftalk’ (d)

(8a)and (b) can easily be shown to be equivalent. Thisisin acardancewith the intuition that
(7b), dthoughit sourds a little bit odd, is nevertheless synonymous to (7a). The difference is a
styli tic rather than a semantic one. This similarity between personal pronouns and full definite
DPs caries over to occurrences in the scope of negation, condtionals quantifiers etc. The
examples are straightforward.

Up to this point, ore might hypahesize that there is no crucial semantic difference
between definite full DPsand pronours. The only purpose of the descriptive content of a definite
description is to narrow down the possble indices of the DP. In ather words, there ae many
more syntactic structures for a given surface structure mntaining a pronounthan for the
correspondng surfacestructure cntaining a full DP. But given an indexing that guarantees the
sentence to be felicitously interpretable, definites and ponours are semanticdly
interchangeable.

There are a ouge of courterexamples to this view. We start with thase occurrences of
definites which Quirk et al.['85] call "Immediate situation use" and "Larger situation use".

(9) a. The PRINter is out of order.
b. The SUN is shining.

Capitallettersindicate apitch accent. Neither the printer in (9a) nor the sunin (9b) have to be
mentioned ealier in the discourse or to be otherwise mntextualy salient. Both sentences are
perfedly felicitous as out-of-the-blue-utterances. This darply contrasts (9) with (10), where the
subject is a pronoun.

(10) a. IT is out of order.
b. IT is shining.

There ae mntexts where the sentences in (10) are felicitous, bu at the beginning d a
conversation, they are surely misplaced.

Heim['82, 372pd. proposes that al nonanaphaic occurrences of definites sioud be
rescued by means of aspedal accommodation mechanism. In the case of (9a), this presumably
should work as follows:

a) recognize that (9a) is infelicitous in the current file under any indexing
b) add a new file card to the file
C) coindex the DRhe printerwith this file card
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d) write "is a printer" at the new file card
e) update the modified file with (9a)

Apart from being methoddogcdly dulious, such an approach leads to a counterintuitive result
since the output of the whaole procedure would be completely identicd to the file atieved by
processing

(11) A printer is out of order.

But (9a) is much stronger than (11). The latter only claims that there is a printer somewhere
which isout of order, whil e the former says smething abou a cetain printer that is identifiable
by al conversants. To pu it another way round, the DP the printer in (9a) is "diredly
referential” (cf. Hem['91]), sincethe sentenceis only feicitousif thereexistsaunique referent
for it. | will cdl this reading o definite descriptions referential for short’, as oppased to the
anaphoric reading in (7).

3.1.3 Topics and German Scrambling

Maybe this epistemic uniquenessrequirement can be atieved by means of a more daborate
theory of acoommodation, bu there is a more fundamental objedion to such an approad.
Accommodation, as Heim uses this term, is a kind of repair mechanism that is triggered by the
violation d certain felicity conditions, i.e. the Familiarity Condition. It is, so to speak, blind to
the syntadic structure of the infeli citous utterance. Hence we expect both the anaphoric and the
referential reading d definitesto be passblefor every syntadic constructioninvadving definites,
andthis predictionis not suppated bythe fads. It isno accident that the examples in (9) with
the referential reading are bath thetic sentences (cf. Sas['87]), i.e. they consist of one
phondogicd phrase and kea the main stresson the subjed. In categorical statements, where

the VP is accented, only the anaphoric reading is available.

(12) Last week, | bought a computer angenter.
a. The, printer is out of ORder.
b. *The, PRINter is out of order.

(12b), which isa cdegoricd statement, isonly passbleif aprinter was aready mentioned in the
previous discourse. The thetic statement in (12b) behaves just the other way round, tere the
anaphoric reading is excluded.

An apdogist of Heim's approach might argue that the thetic/categoricd distinctionisa

This should not be confused with Donellan's['66] terminology.
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purely pragmatic one and that therefore the contrast in (12) does not form a @urterexample”.
However, there ae many languages in which this contrast is expressed syntadicdly. One
example & hand is German, where subjeds of caegoricd statements sramble in embedded
clauses while subjects of thetic statements don't.

(13) a. (daf) wahrscheinlich jder DRUCker kapultt ist]
(that) presumably the printer out-of-order is
'(that) the PRINter is out of order'
b. (daf) der Druckewahrscheinlich [, t kaPUTT ist]
(that) the printer  presumably out-of-order is
'(that) the printer is out of ORder'

Acocording to standard assumptions abou German syntax, adverbials like wahrscheinlich
("presumably") mark the VP-boundry®. There ae two subject positions available. In (13a), the
subjed der Drucke ("the printer") is VP-internal, which ismost likely its base-position. This is
the usua paositionfor subjeds of thetic statementsin embedded clauses. If the subjed is definite,
areferential reading results. In caegoricd statements like (13b), the subject is moved to some
VP-external position (SpecAgrSP or whatever). We get an anaphoric reading.

The shift from the referentia to the anaphaic reading is not necessarily connected to the
thetic/categorical distinction. We observe the same contrast with (un-)scrambled objects.

(14) a. Peter hat wahrscheinlich,[die Blbel gelesen]
Peter has presumably the Bible messlr PRT
'Presumably, Peter was reading (in) the Bible'
b. Peter hat die BibgWahrscheinlich[, t geLEsen]
Peter has the Bible presumably read
'As for the Bible, Peter presumably read it (through)'

In (14a), where the objedte Bibel('the Bible') isn situ (or at least VP-internal), we have the
referential reading, while the objed scrambling in (14b) forces an anaphaic interpretation
(Besides this, there is an aspedua contrast between (a) and (b) that is nat at issue here, cf.
Jager['951)). Thereferentia interpretationin (14a) forces a uniqueness-presupposition which is
rarely fulfill ed in unmarked contexts with more awmmon DPslike ‘the book’, 'the man' etc. This

*This would presuppcse that there is a dired conredion ketween prosody and pragmatics which is not
very attractive anyway.

*This assumption is not unproblematic. However, material on the left hand side of the adverbial is surely
outsde VP. To dedde whether material onitsright hand side belongsto the VP, prosodic fads have to be taken into
acount. As arule of thumb, an argument can safely be @mnsidered to be in situ if it beas the sentence accat
without being rarrowly focused.
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is why scrambling of definites seems to be obligatorily in many cases.

(15) a. ""Peter hat wahrscheinlich,[das BUCH gelesen]
Peter has presumably the book read PRT
'Presumably, Peter was reading (in) the book'’
b. Peter hat das Bugtvahrscheinlich,[, t geLEsen]
Peter has the book presumably read
'As for the book, Peter presumably read it (through)'

(15a), with the objed das Buch (‘the book) in situ, sounds very odd, while (15b) is fully
acceptableSuch olbservations have led some authors to the wrong conclusion that scrambling
has something to dowith definiteness This claim is obviously contradicted by examples like
(13a)or (14a). Acocording to the proposa defended here, (15a) is completely grammatical, but
requires the existenceof aunique bookreagnzable a sich byead conversant. This condition
is rarely fulfill ed, whil e the presuppdasition d the uniquenessof the sun a the Bible does not
cause any harm.

This is nat the placefor a thorough dscusson d the semantic impad of scrambling.
What is important here is the fad that the anaphaic/referential distinction among definitesis
linked to a syntadic distinction. This drongy implies that the contrast at issue is a matter of
semantics, and nd of pragmatics, as Heim asaumes. At a descriptive level, the definite
determiner is indeed ambiguous.

In Jager['95h], it is argued at some length that scrambling is triggered by a syntadic
featurecdled [+Topic]. The terminology is motivated by the fact that a) thetic and categorical
statements are distingushed by means of scrambling and b this distinction is usually described
asthe presence vs. absence of a Topic-Comment-articulation in the clause at hand. The notion
of "Topic" asit is used here shoud na be confused with so-cdled "discourse topics' or any
"aboutness'-relation, and it is aso largely independent of the syntadic notion o
"topicdizaion’. Buring['95a] propcses [d-linked], which would suit equally well. The
counterpart "Comment" may be identified with the S-structure VP and is hence dispensable as
far as German embedded clauses are concerned.

As a descriptive generalization, we can now state:

(16) In German, full DPs bearing the feature [+Topic] scramble obligatorily while DPs
lacking this feature remainin situ.*

Therestrictionto full DPsismotivated bythe fad that pronours form a dassof their own

“In matrix clauses, the dfed of scrambling is smetimes invisible because of V-2-effeds. Therefore
embedded clauses usually make better test cases. The picture is al'so sometimes confused by focus eff eds, since
narrowly focused DPs never scramble, whether anaphoric or not.
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syntactically. | assume that [+Topic] is a universal feature occurring in every language, whose
grammeticd realization may differ across languages. In English, for example, its only effect is
deaccentuation.

The previous discusson onthe distribution o anaphaic and referential definites now
leads to the straightforward conclusion:

(17) Full definite DPs lacking the feature [+Topic] are to be interpreted referentially,
while definites bearing this feature are interpreted anaphorically.

Thereis gill atechnicd remark to be made. It was proposed above that the definitgeterminer
isambiguots, whil e the Topic-feaure which induces the anbiguity is assgned to thewhaoe DP.
This discrepancy can be bridged bythe plausible assumptionthat [+Topic] isahead-feature, i.e.
a DP is [+Topic] just if its head-D is.

3.1.4 Associative Anaphoric Definites

Until now, we have cnsidered two readings of definites that are linked to dfferent syntadic
environments. Heim's theory fails to predict the correct interpretations for those DPs that are [-
Topic], i.e. thereferentia ones, whil e the instantiations of the [+Topic]-interpretation which we
investigated so far seem to get thereading FCS predicts. But this is not entirely true. Heim['82,
p.384] herself gives the following example:

(18) a. John is married. His wife is nice.
b. John is married’’She is nice.

It isquite obviousthat hiswifein (183) is[+Topic]. The sentenceis a cdegorical statement, and
in parallel German examples where scrambling is observable, it is obligatory.

(19) a. Johnist verheiratet. Ich glaube, daf3 seine Frau wirkjichett ist].
| think that his wife really nice is
‘John is married. | think that his wife is really nice.'
b. John ist verheiratet’ich glaube, daR wirklich | seine Frau nett ist].
| think that really his wife nice is

Hence (18a) is an instance of the anapharic reading. Nevertheless, there is no familiar discourse
marker that could be picked up bythe definite description his wife. If there were arepair
medhanism to make such a discourse accetable, we would exped that (18b), with a pronoun
instead of the definite, shoud be accetable too, bu it isn't. Heim further observes that this
contrast canna be acourted for by means of the presence vs. absence of descriptive content.
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The woman in (20) has hardly any more @ntent than she; neverthelessthere is a dea cut
contrast.

(20) John is married.The woman/?She} is nice.

As it turns out, the asymmetry between personal pronours on the one hand and definite
descriptions on the other is much stronger than the familiarity theory of definiteness would lead
us to expect.

3.2 A Dynamic Approach to Definiteness

3.2.1 Flexible Domains: The Peg System

Asfar asthe unexpeded asymmetry between pronours and descriptionsis concerned, Heim has
a tentative proposal to make:

"Theimpresgonthat one gathersfrom the difference between 'she’ and 'the woman' in the context of [(20)] is that
pronours obey a @nstraint of their own that restricts their use even when thereis no danger of ambiguity: For a
pronominal definite NRo be felicitous w.r.t. a file F, i must bggeominentelement of Dom(F). [...]

What does ‘prominent’ mean? Let us assume that a file is nat just an amorphouws burch of cads, but is
organized in such away that a small number of cards enjoy a privileged place, 'on the top of the file', so to speak.
These ae dways the cards that the file clerk had to handle most recently, i.e., that were most recently introduced
or updated. The number of those cads, a small and constantly shifting subset of the domain of the file, are the
prominent elements of the domain, and orly they can appea as the indices of pronours. So anapharic pronours
will have to have antecedents in the recent previous discourse ..."

Heim['82], page 385 f.

In recent work, Gronendijk, Stokhd & Vetman['93, '94 (GSV for short) have developed a
system that beas astrongresemblance to this proposal. It serves as a starting point for the rest
of the chapter.

In Heim's propasal, we till have one unique domain of afile. A subset of it isdesignated
as "prominent”. But thisvirtualy gives ustwo dfferent but related damains. the set of file cards
asawhade, andthe set of prominent file cads. For avariety of reasons, it is more convenient to
keep these domains apart and to state afunction that maps the prominent elementsto a subset of
the file cads as awhadle. Since only the prominent entities are linked to anapharic pronours,
theyare cdled discour se markers’. For the set of file cards in Heim's metaphor, GSV choose
the term pegs (they barow the term from Landman['86], but the underlying ideais quite
different). The interpretation of a pronoun now works in three steps:

*In GSV's g/stem, these things are smply variables, sincethese authors only define a first-order language.
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a) link the pronoun to a discourse marker
b) map the discourse marker to a peg
C) interpret the peg in the model

Since pegs and nd discourse markers are interpreted in the model, propasitional content now
restrictsthe interpretation d the pegs and nd of the discourse markers, contrary to the system
of the preceding chapter.

To make more transparent what is going on,we will use agraphicd representation for
contexts/files. Though it is quite similar to DRS-boxes in DRT, it is purely illustrative, similar
to Heim'sfile-metaphar. Our ultimate goal is of course a @mpaositional and nonrrepresentational
semantics. AContext Representation Structure(CRS) consists of four parts:

a) a set of discourse markers,

b) a set of pegs,

C) a mapping from the former to the latter, caltetérent function, and
d) a set of CRS-conditions that restrict the interpretation of the pegs.

(21)
d d d" d" <==  discourse markers
B By By <== pegs
d-p,d-p,d"-p, .. <== referent function
farmer' (p)
donkey'(p,) <==  CRS-conditions
own'(p, p)

It isimportant to nae that a CRS like (21) does not represent the meaning o a sentencebut a
context, i.e., the inpu or output before or after the processng d a sentence The well-
formedness-condtions of CRSs are only informally given here. The domain of the referent
functionin the third line is the set of the discourse markersin thefirst line, itsrange hasto be an
improper subset of the set of pegs in the secondline, and the pegs used as arguments in the
CRS-condtions have to be dements of the set of pegs in the second line. The set of pegs
correspondsto Heim'sfile cads, and the image of the set of discourse markers under the referent
function corresponds to the prominent file cards. Since there may be non-prominent file cards,
the referent function is an into-function.

To illustrate the upcdete potential of a sentence, we have to gve two CRSs, ore
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representing the cndtions every legitimate inpu context of the sentence must med, and ore
representing the wrrespondng ouput condtions. We start with asmple example invaving just
a pronoun and a predicate.

(22) a. He,walks.

b.
d d
P ==> P
d-p d-p
walk'(p,)

Theindex of an anaphaic pronoun fasto be afamiliar discourse marker as in DETT. Therefore

"d" is present in the first line of the box on the left, representing the input context. Since every
discourse marker hasto be mapped to a peg, thereisarealy apeg in the input too, call it pand

d ismapped to p. Thereisnathing more dou theinpu we can infer from (223). Hencethe body

of the box is empty. Updating with the sentence only means to introduce a CRS-condition into
the context, namely that the individual thatrefers to via the peg,walks.

(23) a. A, man walks.
b.

d

Pn
==> d-p,

man'(p,)
walk (p)

Updating with an indefinite is even smpler: There ae no condtionson the input. The discourse
marker of theindefinite, a corresponding peg, and the conditions of NP and VP are introduced.
Note that we do not demand that "d" is new. A transition as in (24) is completely legitimate.
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(24)
d d
P Pis Pn
d-p e d-p,
man'(p,)
walk' (p,)

If "d" isarealy present intheinpu, what isintroduced is merely a new peg, and "d" is mapped
to this new peg. The former image of "d" ("p." in the example) changes, so to spe&k, from a
prominent to anon-prominent file cad, bu it remains present. Hencethe intuition remains valid
that indefinites introduce something new, but nevertheless we do not have a Novelty Condition
with its dhortcomings. This advantage over FCS, EDPL, or DETT is GSV's main motivation for
proposing a peg system.

AlthoughGSV designed this g/stem for the only purpose of getting rid of the Novelty
Condtion, it allows us to formali ze the properties of anapharic definites in a straightforward
way’. The notorious example is repeated.

(25) John is married. Thgwoman is nice.

Obvioudly, the woman does nat pick up a familiar discourse marker, since there is no linguistic
antecalent for the woman. But it introduces one into the context, since it is possible to continue
with She, loves him,. As far as discourse markers are mncerned, definite descriptions behave

just like indefinites. But a definite description induces a restriction onthe peg system of the
input. The processing die, womanin (25) roughly works as follows:

a) introduce d' into the domain of discourse markers

b) introduce a new peg, nto the peg-domain and link d' to it

C) pick up a familiar peg,puch thatvoman'(p,) is a CRS-condition
d) identify the new peg jwith p

In a sense, anapharic definites are hybrids between indefinites and anapharic pronours: they
introduce a new discourse marker (or reset afamiliar one), like indefinites, andthey pick upa
familiar peg, like pronours. The update defined by the seand sentenceof (25) looks as follows.

®In the murse of writing this dissertation, it came to my knowledge that GSV['95] propase an analysis
of definite descriptions that is in some respects comparable to the one advocated here.
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(26)

dl

pi ==> pi’ pn
d-p,

woman'(p,) woman'(p,)
P =B
nice'(p,)

The output of the first sentence Johnis married hence has to contain at least the information
that is represented in the left box above. There seemsto exist a way of introducing pegs without
introducinga wrrespondng dscourse marker. In ou example, thisis presumably licensed by
the fad that we are ale to infer from the fad that Johnis married to the fad that there is a
woman that is bhns wife. This knowledge can be stated by means of Meaning Postulates
(Notice that Meaning Postulates are classical first-order-, not DETT-formulae):

MP 1:  vx [married' (X) A male'(x) -~ Jy[ woman'(y) A wife'(x,y)]]
MP 2:  vx[x=j- male'(x)]

Meaning postulates restrict the aray of possble mntexts or, equivalently, they form akind d
well-formednesscondtion for CRSs. The set of pegs of a CRS, together with the CRS
conditions, define something like a ¢assof "smal" or "partial" models that are modified by
updates. These models can be used as first-order models, and we can interpret the Meaning
Postulatesin them. A CRSiswell-formed w.r.t. aMeaning Postulateif the postulate is true in
every model defined by the CRS. If a CRS is well-formed modulo every Meaning Postulate, it
is simply cdled well-formed. Now suppase we have awell-formed CRS and an upcite, such

that the output of upceting the CRS is not well-formed. Than we have to minimally update this
intermediateoutput such that the ultimate output is bath well-formed and an extension d the
intermediate one. Let us illustrate this with the first sentence of our example (25).

(27) a. Johnyis married.
b.
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d

B

d-p

P, =J
married' (j)

d

B

d-p

P =]
married' (j)
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d

b B

d-p

P =]
married' (j)
male'(j)
woman'(p,)
wife'(p,p)

Theleft boxin (270 showsthe "structura™ output of processng (27a) in an empty CRS. It isill -
formed sinceit is compatible with models were Johnis nat male or where heis male but does

nat have awife. Hence we need a second transition, given in (27c), that minimally extends this

intermediate output such that the final output is well-formed. This CRS now fulfill s the input
requirementsof the subsequent sentence The woman is nice, since the definite description can

pick up the peg.p

Before we extend the system with an analysis of referential definites, we summarize the

update-behaviour of the classes of DPs investigated so far.

(28)

Indefinites

Anaphoric Definites

Anaphoric Pronoung

Discourse Marker

new/

familiar+resetting

new/
familiar+resetting

familiar
(no resetting)

Peg

new

identified with a
familiar peg

familiar

Indefinites either introduce anew discourse marker or reset a familiar one, but this discourse
marker is aways mapped to a new peg in the output. The question d whether there is any
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lingustic motivation for the dhoiceof one option or the other is not at issue here. However, one
might imagine that for instancethe tense morpheme never introduces a new temporal discourse
marker except in the beginning d adiscourse; insteal, it again and again resets one and the same
discourse marker ("reference point" or whatever) to a newly introduced temporal peg.

Anaphoric definites behave like indefinites w.r.t. discourse markers, bu they pick upa
familiar peg; and anaphoric pronouns do not introduce anything new at all.

3.2.2 Referential Definites

It was mentioned above that referential definites are completely acceptable in ou-of-the-blue
utterances.

(29) The PRINter is out of order.

What does (29) exadly mean? The requirement that thereis one and orly ore printer al over the
world isof course much too strong. Nevertheless the printer referred to is unique, although in a
weaker sense. The sentence is only felicitous if there is one aad orly ore printer that is
percevable as a printer by the mnversants. Hence the domain the uniquenessrequirement
appliesto is smehow given epistemicdly. For the time being, we adopt the idedization that the
mode of interpretation orly contains objedsthat are goistemically given in an appropriate way,
andwe a3ume provisionally that the strong uniqueness condition is fulfilled. This idealization
is useful since the gpropriate domain is determined by the extralinguistic context, at least
partially, and we are only dealing with tleguistic context here.

The update defined by (29) is partially characterized by the CRS-transition below.

(30)

d

==> pi

d-p

printer' (p)
out_of_order'(p)

This also represents the meaning d A printer is out of order. If we wanted to expressthe
condtion that p is interpreted as the only printer in the model, we would have to define
recursiveand regated CRSs. Of course this is possble, bu since CRSs only serve for
illustration, | refrain from doing so. For the time being, we @ntent ourselves with informally
statingthe uniqueness condtion. The "official" theory to be presented below will of course
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formally distinguish between indefinites and referential definites.
We now augment the chart above with an additional column:

(31)
Referential Definites
Discourse Marker new/ familiar+resetting
Peg new, interpreted as the object uniquely satisfying the descrigtion

3.2.3 Unifying the Anaphoric and the Referential Reading

The model that has been developed upto now is anything else than satisfadory. The two
readings of the definite determiner are gparently more or lessurrelated. They behave similarly
w.r.t. the discourse marker (whichis new or reset), but this property they share with indefinites;
and the conditions on the peg are totally different.

This picture changes when we take a closer look at the data.

(32) Sue met Mary.The woman wore a hat.

The second sentence is predicted to be three-way ambiguous. We do expect that the referential
reading is blocked, since the uniquenessrequirement is contradicted by the first sentence (of

course, we haveto ensure by means of appropriate Meaning Postulates that both Sue and Mary
are women). But there is gill the anapharic reading avail able, and it even branches into two

options: the woman could pick upthe peg introduced by Ste or the oneintroduced by Mary’ (the
presenceof CRS-condtions that both pegs denote women is guaranteed by the same Meaning
Postulates together with the medanism described abowe). Nevertheless the sentence is odd

uncer either reading. Heim['82, p. 23 attributes thiskind of observation to just this ambiguity,

but it would bethefirst time that an ambiguity gave rise to unacceptability. Compare (32) with
(33):

(33) Sue met Mary. She wore a hat.
(33) isambiguows in just the way FCS predicts (32) to be, bu nevertheless it is completely

acceptable. Therefore it seams to be more reasonable to assume that the semantics of the
anaphoriadefinite determiner requires there to be aunique pegsatisfying the description, and

"Notethat coreference between an anaphoric definite and its antecedent no longer entails identity of the
syntactic index/discourse marker.
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that this is the condition that is violated in (32).

Underthis perspedive, the anaphaiic and the referential reading kecome much more
similar. Both carry auniquenesscondtion. In the cae of the anapharic variant, this condtion
governs the mapping from the discourse marker to the pegs, and in the case of the referential
reading,it governs the interpretation d the peg in the model. That is the whole difference. We
may even go ore step further. In bah readings, the interpretation d the discourse marker
(mediated by the peg) is uniquely defined. A referential definite aedes a new peg that is
interpreted as the unique individual satisfying the description. There must not be any source of
nonceterminisn?. An anapharic definite picks up a familiar peg, bu it has to be ensured that
thereisone and only oreindividua in the model which bah satisfies the description and which
is the image of a familiar peg. Again the processis fully deterministic. Hence the formal
difference between the two readings boils down to the fact that a referential definite introduces
a new peg and an anapharic definite picks up afamiliar peg. | assume that there is atemplate
correspondng to the formal feature [+Topic] that shifts the referential reading to the anaphoric
one.

The ideathat definites always require uniqueness and that it is only the domain that
differs, is anything but new, and there are standard counterarguments against it.

(34) The, dog was fighting with anothgdog.

It isargued that examples like this canna be acounted for if we assume thtéite dogmeanshe
ore and ory dogin whatever independently fixed damain, sincethe sentence as a whole asserts
the existence of at least two dogs. One passhble way ou is to assume that ead DP contains a
hidden anaphar that restricts the domain further (cf. v. Fintel['94] among others). | think it is not
unfair to say that this grategy has a dight flavour of what has been cdled "pragmatic waste-
basket". The failure of the agument lies in the asumption that - unless we fal badk on
otherwise unmotivated pragmatic medhanisms - we ae ohbliged to interpret every part of athe
sentencew.r.t. ore and the same domain. Thismight be truein static semantics, but in adynamic
approach, this obviously does not hold.

8There is an uressential source of indeterminism concerning the name of the new peg, but this can be
excluded byalinea ordering d the set of possible pegs. If you create a new peg, you are always bound to choose
the next one in the line.



2. A Dynamic Approach to Definiteness 81
(35)
d
pi ==> pi
d-p
dog'(p) dog'(p)
d, d d, d
==> pi’ H ==> pi’ H
d—'p,,d'—'pj d_bpladl_pr
dog'(p) dog'(p)
dog'(p) dog'(p)
fighting' (p,,p)

In our system, we update the inpu context step by step, first with the DPs in the order of their

syntacticscope, and afterwards with the verb. In (34), the subjed takes wide scope. Hencethe

inpu context hasto contain exadly ore dog-peg, cdl it p. Thediscourse marker d is introduced

or reset and mapped to p. Inthe second step, we introduce a new pegpwoduce or reset d' to

p, and write the cndtiondog (p) into the body d the box. Finally, we aede the CRS-condtion

fighting'(p;,p). Now we do have two dogs (and, acardingly, you canna use the dogin the

subsequent discourse), but before we had only one and the uniqueness condition was fulfilled.
This strategy extends to so-called "bridging"-examples in a quite natural way.

(36) In every city, the city hall is next to the market place.

Without gang into detail, this kind d apparent counterexample to the uniqueness analysis
causes no harm either, as long as we assume Meaning Postulates like

MP3: X[ city' (x) - 3y[ city-hall' (y)]]
MP4: wx| city' (x) -~ 3y[ market-place'(y)]]

Theformal analysis of quantificational expressonsisgiven later, bu the ideaisrougHy: Update
your input context with Thereis a city. Due to the Meaning Postulates, you have to introduce
threenew pegs, one for the city, one for the city hall, and one for the market pibttet city.
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There ae as many ways of interpreting the city-peg as there are cities in the model. In the next
step, you updite the aurrent context with The dty hall is nex to the market place The
uniquenesscondtion is fulfilled for both definite descriptions. If you succeed with this update,
no matter what the interpretation d the city-peg is, the quantificaiona statement (36) asawhade
succeels too, and the output context isidenticd to theinpu context. Of course, this update may
fail, but only if there ae dtiesin the model such that their city hall is not next to the market
place The definite descriptions run smoothly, although there are as many city halls and market
places as there are cities.
Surely thisway of stipulating Meaning Postulates employed here seemsto bead hog but
there are at least two arguments in defence. First of all, hidden anaphors or indices that restrict
the quantificational domain further are & least as ad ha as Meaning Postulates. Furthermore,
they predict a (possbly infinite) ambiguity of surfacestructures no-one ever observed. It always
strikes me @ a great miracle how pragmatics manages to single out just the one reading we are
after. Seoondy, it is arguable that (36) in fad presupposes the two propasitions that are
necessry as Meaning Postulates. To make this a littl e more explicit, we muld gothroughall
possble ambinations of Meaning Postulates and chedk whether the output of (36) is defined in
everyinpu. We will find that thase Meaning Postulate systems that do so are just those that
entailMP3 and MP4. Thisis areasonable reconstruction d the notion d a presuppasition (cf.
Beaver['93)). To conclude, the way in which Meaning Postul ates are used hereisless stipulative
than it might look, as soon as we consider them to be presuppositions of a special kind.
Ancther point concerns the question d whether it is appropriate to trea the kind d
knowledge that Meaning Postul ates represent here & omething fixed; and thereisno dbubt that
the answer is no.

(37) a. Every student in the course owns a computer. ... John only plays games with the
computer.

b. John only plays games with the computer. ... Every student in the course owns a
computer.

From (364) you can infer that John ses the mmputer he owns for playing, while in (36b), it
might be any computer. Thisis expected if we assume that the propositional context of the first
sentence in (36a) becmes part of the "Meaning Postulates' that are the badkgroundfor the
processing of the seand sentence It is an exciting question, what this updating d the
badkground knavledge looks like exadly, bu we cannot pursue it any further here, and leave it
for further research.

The most natural next step is to investigate whether the [+Topic]-fedure has me
influenceonthe interpretation d indefinites and quantifierstoo. But obviously, we have already
suffered from the limitations of thisinformal discussion now, and therefore, | first proceed with
extending the formal system from chapter two with the intuitive insights presented above.
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3.3 DETT Augmented with a Peg System

The language that will be used as a medium for the interpretation d English is g/ntadicdly
nealy identicd to DETT, bu the semantics of course differs. It is gill adynamic type theory,

but interpretationis now relativized to possible worfd$ called itDynamic Intensional Type
Theory (DITT). It hasthe sametypes and the same non-logical vocabulary as DETT. The only
syntactic difference is the presence of two one-place update-operatoasd"T".

Definition 3.1: The Syntax of DITT
a) Every DETT-expressions of tyjpeis a DITT-expression of type.

b) If & e Exp(up), ©4¢), (Td) e Exp(up).

DITT-models are similar to DETT-models, but as additional components, we now have a set of
possble worlds and set of Meaning Postulates. The latter are formulaeof Modal Predicae Logic
having a special form:

Definition 3.2 Inference Rules

VXX, [0y, -, Oy » 3Yg,e.n Y Oy, .., O] is called an inference rule iff

i) O<imn, 1<,

i) ¢y, ..y Uy, ..., ¥, are literals consisting of first-order DITT-predicate-
constant, variables and possibly negation, and

iii)  all variables are bound.

The restriction to implicaions where both antecedent and consequence ®nsist only of a
conjunctionof necesstated literals srves to ensure that there is no noneterminism in the
applicaion d therules. Note that the antecadent may consist of the tautology only. In this case,
the rule boils down to a fact.

Definition 3.3: Model of DITT
A modelo?#for DITT is a quadruple <E, W, F, MP>, such that
- E is a denumerably infinite set (the individual domain)
- F is an Interpretation Function that maps each constant to a function from W into the
domain of the type of that constant
- W is non-empty (the set of "possible worlds")
- MP is a set of inference rules
- dl elements of MP are true in <EW,=F> under static Moda Predicae Logc

°Althoughthe basic concepts are alopted from GSV['94], there ae some aucial differences. These
authors give asemanticsfor first order modal logic only and therefore use variables instead of discourse markers.
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interpretation, where F'(P)(w) =, F(P)(w) for al first-order predicate constants P and worlds w.
3.3.1 Contexts and Updates

The most important difference between FCS/DETT and GSV's['94] system lies in the different

nation d a cntext which they ead elaborate. Let us start by defining them formally. The basic

ingredients are discourse markers and pegs.

Definition 3.4 Discourse Markers and Pegs

i) DM =N % Discourse Markers
ii) P, =4t {P]| O<i<n} % The first n pegs
i) P, =g {pil 1 € N} % The set of pegs

The set of pegsis linealy ordered by means of their indices. (GSV use the natura numbers
themselvess pegs, bu sincewe have already identified discourse markers with numbers, this
would lead to confusion). Discourse markers are mapped to pegs by means of referent
functiong®.

Definition 3.5: Referent Functions
R = UD;DM Upen P

neN ' n

Peg interpretationsmap a sequence of n pegs to the elements of domain of the model.

Definition 3.6 Peg Interpretations
Pln =def EP(n)

A possbility consists of a set of discourse markers, a sequence of pegs guch that the relevant
mappings are fixed, and a possible world.

Definition 3.7 Possibilities
Pos 5. {<D,n,r,iw> Dc DMANneNu{w} AreP’AiePl,Awe W}

Thefirst two members of apasshility (D and n) are literally redundant, sincethey are just the
domainsof the respedive functions, bu some definitions are more transparent when they are
given explicitly.

In a cetain stage of a cnwversation, we may be uncertain bah about the referent function

9GSV implicitly assume that these functions are one-to-one. We ae more liberal here in admitting many-
to-one mappings.
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and abou the peg interpretation. But there is no noneterminism abou the question d which
pegsand which discourse markers belong to the antext. Accordingly, a context is a set of
possibilities that maximally differ w.r.t. the functions involved.

Definition 3.8 Contexts
CT =4eiUpcom Unen POW({D} % {n} x P nD x Pl x W)

Sincethe set of discourse markers and the set of pegs belonging to the possibilities of a context
are identicd, we may define the discour se domain, the peg domain and the world set of a
context.

Definition 3.9 Domains of a Context

Let ct be a context, @ DM, and ne N, such that
ctc POW{D} x {n} x P .° x P| x W)

i) Ddom(ct) 5D

iM) Pdom(ct) 3 P,

i)  Wdom(ct) 5 {w| 3r,i: <D,n,r,i,w> € ct}

As is familiar from DETT, pacssbilities and contexts are ordered acwording to the
information they cary. There ae awed and a strong ndion d "being more informative".
According to the former, resetting d a discourse marker does not increase information,
according to the latter, it does.

Definition 3.10 Informativity
i) <D,n,r,i,v>< <D',m,r",j,w> iff
DcD'An<mAicjAv=w
i) <D,n,r,i,v>c <D',m,r",j,w> iff
DcD'An<mArcriAicjAv=w
i) ct<ct iff
k[ kect' - [ lect Al < K]]
iv) ctcct iff
VK[ kect' - [ I ect A | = K]]

The set of contexts forms a wmplete latticew.r.t. to the stronger version ("="), bu not
w.r.t. the weeker one. Nevertheless thereis aunique minima and aunique maxima element for
both partial orderings.
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Definition 3.11 Join, Meet, Empty and Inconsistent Context
i) {<D,n,r,i,v>} L {<D'\m,s,j,w>} =,
Pos{<DnD'min({n,m}),t,k,u>| erAkeci A\u=vvtcs A kcjAu=w}
i) {<D,n,r,i,v>} n {<D',m,s,j,w>} =,
Posn{<D uD',max({n,m?}),t,k,v>| r,sc t Ai,j = KA v=w}
i) ctuct 5 UeoUeee (K u {l}
V) ctrmct S Moo {kE n {1}
V) 1=,UCT={<@,0,0,8,w>|veW}
vi) 0=4l1CT=0

We aenat redly interested in the whd e range of contexts that exist, rather, we only need those
where the Meaning Postul ates are fulfill ed. Hence we have to make predse when a certain static
modal formula is valid in a context.

From anon-absurd context and aDITT-model, amodel for (static) Moda Predicae Logic
without individual constants can be derived in anatura way. The posshiliti es which the context
consists of correspondto passble worlds, and the pegs correspondto the individual domain. An
m-tupel of pegsfalsunder the "extension” of an n-ary predicatein a cetain possbility iff the m-
tupel of images of the pegsfallsunder the interpretation of the predicate in the respective world
under the DITT-model.

Definition 3.12 Context-Model
Let 0% = <E, W, F, MP> be aDITT-model, ct a cntext such that ead of its posshiliti es
contains n pegs, and Q™ an m-ary first-order predicae mnstant from DITT. The Modal Predicae
Logic Model corresponding to ct is defined as follows:
M, =4 <P,.Ct,ctxct,G>, such that:

G(Q")(<D,n,riw>) = {<q, ..., ¢> € P," | <i(q), ..., i(g,)> € F(Q")(w)}

Every posshility ("possble small world”, if you want) is accessible from all possibilities in the
context. Hence the crrespondng logic is S5. A context is cdled realistic iff al Meaning
Postulates are valid in the corresponding model.

Definition 3.13 Realistic Contexts
CTR 5 {ct e CT | M,, = MP}

Whatcan be dore if the output of an updite turns out to be unredistic? Wehave to minimally
change the context in such a way that it becomes realistic.réhbstic extensionof a context
is the smallest context that is both redistic and strongy more informative that the originad
context.
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Definition 3.14 Realistic Extension of a context
rex(ct) =, {ct'| ctc ct' A vkecTlect'[kel] A ct' € CTR}

Therestriction d admissble Meaning Postulates to inferencerules together with the fad that the
Meaning Postulates have to be true in the model as a whole guarantees that every possibility in
a mntext survivesin theredistic extension d the cntext. The only effed of the operation is the
possible introduction of new pegs.

So much for the notion d a context in DITT. We now turn to transitions over contexts.
A Context Change Potentialis a partial function over contexts, as before.

Definition 3.15 Context Change Potentials
CCP =U_, CT®

Monotonic ccpsare those ccps that (weakly) increase the information a context contains.

Definition 3.16 Monotonic Context Change Potentials
CCPM = CCP POW(x)

The meanings of type-up-formulaeshoud be cqs that are monaonic, and, additionally, they
should always give a realistic context as output.

Definition 3.17 Updates
UP =U._.; CTRE n POW(<)

To define the Topic-operator, we still need a speda ccp. Remember that [+Topic]-
definitesintroduce anew discourse marker and a new peg, like indefinites, bu the new pegin
turn becomes identified with afamiliar peg. Hencethe newly introduced peg is superfluous. We
may aswdll | et it entirely disappea. Therefore this operation is calledPeg Deletion The peg to
be deleted is always the one that was introduced last (p,, in the definition). It is to be identified
with afamiliar peg p. In the first step, the discourse markers that are mappedte peset so
thatthey are mapped to p, in the output, and in the second stepspleleted. The properties of
the other discourse markers and pegs are not affected.

Definition 3.18 Peg Deletion
Let cte CT.
ctlp, = p] =4ef {<D,N,1,i,Ww>[3s,j[ <D,n+1,s,j,w>e CtAicj A
vdeD [[s(d) = p, - r(d) = s(d)]A
[s(d) = B - r(d) = pIT}
if Pdom(ct) = R,; A p. e Pdom(ct), undefined else.
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Note that this ccp isnot an updite. Nether isit monaonic, sincethe number of pegs is reduced.
Nevertheless under certain circumstances, we can use it in combination with updates to yield a
new update. Notice that Peg Deletion is undefined if Pdom(ct) = @ or Pdom(gt) = P

3.3.2 The Semantics of DITT

At first glance the semantics of DITT is pretty similar to DETT. The crucial fact to be noted is
that every DITT-possibility <D,n,r,i,w> uniquely defines a partial sequence s. We simply have
to compaose the referent functionr with the peg interpretationi. Interpretationis again relativized

to atotal sequence and an assgnment function, and additionally to possble worlds. The latter

have the same function as in Montague's IL  and reed no further comment. Contexts and
sequences are related to ead ather by means of these partial sequences defined by the elements
of the mntext. The definitions of extensional domains, sequences, assignments, open, familiar,
and new discourse markers etc. are identicd to the rrespondng definitions of DETT. |
therefore omit them here. The domains of intensional types are now relativized to worlds and
sequences.

Definition 3.19 Intensional Types
If ¢ is a DITT-type, Dom(<s;>) =, Dom(t)>*"

The most important formal differencewith resped to DETT, besides intensionality, isthe fad
that the output of an updhte is always the redistic extension d the cntext achieved by the
familiar "structural” operations. The motivation for this move is of course the treament of the
bridging phenomena discussed above.

Definition 3.20 The Semantics of DITT

For any moddl 0% = <E, W, F, MP>, world w, total sequences, and assgnment g, it holds that:
i) ICllg.s.w =det FC)(W) iff ¢ € Con,

iM) IVligsw=der 9(v) iff v e Var,

i) Idlgsw=ser S(d) iff de DM,

V) (Bl suaer l&lgsull Bllgsw:

V) ”)"Vr'ao”g,s,w :def lf(f € Dom(<‘5’0>) A VX f(X) = ” oc”g[v/x],s,w )1
Vi) 1Malgsw=eer (fEDOM(<sE>) A VteSPveW: f(<t,v>) =|al,,.),
V") ”"a ”g,svw :def ” o4 ”g,svw (<S,W>)1

viil) - ctla = B]gsw=ger rEX{<D,n,r,i,v>ectivs rei ¢ s'~ [lally o, = 1Blgsd})
iff od(e) u od(p) < Ddom(ct), undefined else,

iX)  Ct=dlyew=aer rex{k ect| Il € ct[d], ., A k<))

X) CUPAY] g 5w =der CUDl g5 l ¥ g5 w0

Xi) Ct[AV .. by s w =der rex(Ll, . pom(e) CHPl g s
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Xii)  CtWVoblg s =aer XL < pome) CUPlgugsm)s
i) ctlf'd.dl, s w =ger (POSN {<Du{d},n+1,r[d/p ].i{<p,.a>},v>|
<D,n,ri,v>ecthae EP[d], .

where r[d/p] is exactly like r except that it maps d tp p

Xiv)  Ct[la] g w=aet FEX{<D,N,1i,v>ect| VS'rel c S'~ Jafy = 11})
iff od(«) < Ddom(ct), undefined else,
XV)  Hlgsw=qer L iff vD,n,1r,i[<D,n,r,i,w>e POSA rei c s
N <D,n,ri,w>} ¢l is defined- {<D,n,r,iw>}{ ¢], ., * O].

XVi)  Ct[OP]ysw=aer K €Ct] Ctid]y s O}
Auxiliary definition:
xVii) - CtT ]y g w Zer Upepdomien S = PI[Dlg s

if IpePdom(ct) : ct[p=p][¢], s * O, undefined else.

There are three major differences with resped to DETT, ignaing redistic extensions and
intensionality. The first concerns the definition d the dynamic existential quantifier in clause
xiii). It is no longer required that the discourse marker quantified over is a new one. If it is
already present in theinput, it is reset to the newly introduced peg. Accordingly, if a formpula
denotesa total updete function, £d.¢p does too. This corresponds to the fad that there is no
counterpart to Heim's Novelty Condtionin DITT. The Familiarity Condtion, onthe other hand,

is carried over (clause (viii) and (xiv)).

The secondimportant innovation concensthe use of the Topic-operatdr This is just a
syntacticcournterpart of the Peg Deletion operation defined above. Since the output of this ccp
isnat generally more informative that theinput - it contains fewer pegsl-<p does not generally
denote an update. Therefore clause xvii) is not part of the "official" semantics. Nevertheless, it
is useful for the definition of a Topic-operator that maps determiners to determiners.

In clause xvi), Veltman'g['90] might-operator is introduced. This ®rves as atest. If the
output of an update ¢ in an input context ct is defined and daes not equal 0, the input context
remains unchanged. Otherwise 0 results. Note that it involves existential quantification over
sequence-world pairs, na smply over worlds as in traditional modal logic. We will mainly use
its dual, the dynamic necessity-operator.

Definition 3.21 Necessity
Let ¢ be a type-up-formula.

O =ger 7O

Its semantics is dightly more complicaed. It rougHy says: If updating with ¢ would delete
possbiliti esin the input context, Tl gives 0 as output; andif ¢ would only extend possibilities,
the input remains unchanged.
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Fact 3.1Necessity
For all contexts ct and updatgsit holds that

ctiff vkect 3 I € ctd]y o K < 1]

Ct[D(b]g,s,w =
O else

The DETT-nation d truth in a mntext makes use of the completion d a mntext. A
correspondng ndionis graightforwardly definablein DITT. The cmpletion is not simply a set
of total sequences as in DETT but a set of sequence-world-pairs.

Definition 3.22 Completion of a Context
Let ct be a context and S the set of total sequences.
compl(ct) Z {<S,w>eSxW|3D,n,r,i [<D,n,r,i,w>€ CtA rei c s]}

Now, the DETT-definitions of truth and entailment are also applicable to DITT.

| do not intend to investigate the logical properties of DITT here in detail; they are very
similar to DETT. What we ae redly interested in is the gplicaion d this language & an
interpretationmedium for English. In particular, we ae now able to ded with the diff erent
readingsof the definite determiner, including bridging constructions, in a precise, formal, and,
last but not least, compositional way.

3.4 A Compositional Treatment of Topicality and Bridging
3.4.1 Indefinites and Pronouns

The treament of indefinites and ponours in DITT is more or less a repetition d the
corresponding translations in DETT. They will be presented rather briefly.

(38) A, man walks. Hgtalks.

The trandations of the lexicd entries involved are syntadicdly identicd to the DETT-
trandations presented in the previous chapter. The same holds for the syntax of the fragment of
English dscussed there and the arrespondng semantic operations. Therefore the translation of
(38) into DITT is syntactically identical to its DETT-translation.
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(39) Zd. tman'(d) A fwalk' (d) A ttalk’ (d)

But theinterpretation of (39) is of course different from the interpretation of the corresponding
DETT-formula™

(40) a. ctlZd. tman'(d) A twalk' (d) A ftalk’ (d)], s =
{<Du{d},n+1,r[d/p],iv{<p,,a>},v>| <D,n,r,i,v>e Cct A
a ¢ F(man')(v) n F(walk')(v) n F(talk' )(v)}
b.|l&d. tman'(d) A twalk' (d) A Ttalk’ (d)lly s, = 1 iff
F(man')(w) n F(walk')(w) n Ftalk' )(w) = &, 0 else
c. Ix[man'(x) A walk' (x) A talk' (X)]

The update @rrespondngto (38) introduces a new peg, it fixes the value of d to this peg, no
matter whether d was already present in the inpu or nat, and it maps the new peg to an
individual that isawalking and talking man in the respedive world. These aejust the operations
we expeded this discourse to execute in the informal discussion above. It should be noted that
there ae no straightforward courterparts to CRS-condtions in the "official” theory, their part is
takenover by restrictions on the peg interpretation function "i" . Thisis reminiscent of the role
of file card entries in the metaphoric variant of FCS as compared with the formal theory.
Althoughthe operations on contexts that an update executes in DITT are more complex
than in DETT, the truth-condtional content remains the same, as can be seen from (40b), which
corresponds to the first-order formula in (40c).
This similarity is carried over to sentences containing free anaphors.

(41) a. He,talks.
b. ttalk' (d)
c. ctttalk’ (d)], .= {<D,n,r,i,v> e ct] i(r(d)) e F(talk' )(v)}
d. |[U1talk’ (d)l,sw = 1 iff s(d) e F(talk' )(w)

(41b) singles out those posshiliti es in the inpu that map dto a talking individual, no matter
which peg mediates this interpretation. If d is not an element of the discourse domain o the
inpu, no ouput isdefined. The truth-condtional contents of (41) under DETT and under DITT
are just identical.

“Aslongasit isnot indicaed explicitly, we assume that the set of Meaning Postulates is empty. In this
case, the realistic extension of a context is the context itself.
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3.4.2 Referential Definites

The increased expressve power of DITT comes into play as on as we try to extend the
fragmentto definites. Remember that a satisfadory analysis was impaossble in DETT. Our
example is repeated.

(38) The, PRINter is out of order.

In the CRS-model, we required that (38) both introduces a new printer-peg and fixes d to it.
Besides this, we wanted to expressthat there is exactly one printer in the world/model, and that
this printer happens to be out of order. How to expressthisin DITT? The first two steps are
fairly simple.

(39) Zd. tprinter' (d)

Uniquenesscorresponds to the fad that any printer-peg introduced later is boundto be
coreferential to d. A first attempt is the dynamic version of traditional translation of the definite
determiner.

(40) £d. tprinter' (d) A =(£d'". tprinter’ (d) A d=d")

But this formalization is not in accordance with intuition. Consider the example:
(41) The, man who ate hjdhat ...

Generalizing from (40), we get

(42) £d. tTman'(d) A teat'(d,hat'(d)) A =(£d'. tman'(d’) A teat'(d'hat'(d)) A d=d’)

This says roughy that thereisaman x who ate his own hat and that there is no man y who ate
x's (1) hat. In ather words, the boundvariable-reading d his hat canna be caried ower to the
possble aternatives to the hat-eaing man whose existence is denied. The index "d" of the
anaphaic pronouncanna be renamed. In FCS or DETT, this would be the end of the story, but
sincewe do nd have aNovelty Condtionanymore, we do nd need to introduce anew discourse
marker d' in the second conjunct. Instead of (40) and (42) , we have:

(43) a.Zd. tprinter' (d) A Ix(d = xA =(£d. tprinter' (d) A d#X))
b. £d. tTman’'(d) A feat'(d,hat'(d)) A Ix(d = XA =(d. tTman'(d)
A teat'(d,hat'(d)) A d=Xx))
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(433) says: In afirst step, introduce anew printer-peg and fix d to this peg. In the foll owing step,
ched whether it is passbleto introduce anather printer-peg with an interpretation dfferent from
thefirst printer-peg. If yousucceel, gve a error-message (formally: the output is 0). Otherwise,
move bad to the stage dter the first step. Thefirst value of dis gored, so to speak, by means of
the static variable x, to check whether d's second value is the same or not.

Thetrandation d the VP isout of order does nat cause further problems. The trandation
of (38) therefore should be

(44) Zd. tprinter' (d) A 3Ix(d = XA ~(£d. tprinter' (d) A d=x)) A fout_of order'(d)

Sincethe last conjunct is outside the scope of the negation, d now gets its original value again.
It isamatter of an ongang dscusson, whether the existence and uniqueness claims tied

to definites are to be treaed as presuppasitions or assertions. Since we have identified two

readings of the definite aticle, the question hesto be answered for either reading separately. As

far as the referential reading is concerned, the presuppositional account is obviously wrong.

(45) a. Bill resembles Mary so closely that he really could be the brother of this girl.
b. Bill ahnelt Mary so sehr, daf3 er wirklicjfler Bruder des Madchens sein kdnnte]
B. resembles M. that much that he really  the brotheethgirlGEN be could

Accordingto the presuppasitional acourt, the definite DP the brother of this girl triggers an
existential and a uniqueness presuppasition that is projeded to the matrix clause. Hence the
whadle sentence shoud have this presupposition. Now suppose Mary does not have any brother
a dl. Inthiscase, a presupposition failure should result, but it doesn't. The German translation
shows that the DP at hand is not a Topic. Hence we conclude that referential definites assert
existence and uniqueness of their referents. This is predicted by the translation in (44).

To develop the trandation d the referential definite aticle itself, we have to abstrad
away from the predicatgsinter andis out of orderin (44).

Definition 4.1 The Referential Reading of the Definite Determiner
the, ==> APAQZLd.P{"d} A Ix(d=x A =(d. P{*d} A d=x)) A Q{"d}

For completeness, the compositional derivation of the translation is given.
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(46) a.

the, :: D :: APAQZd.P{"d} A Ax(d=X A ~(d. P{*d} A d=x)) A Q{"d}

I

| printer :: NP :Ax.tprinter' (")

| /

the, printer :: DP :AQZd.fprinter' (d) A Ix(d=x A =(£d.tprinter' (d) A d=x)) A Q{"d}
I

| is out of order :: VP :Ax.ftout_of_order'("x)

/
'lthed printer is out of order :: S ::

Zd.tprinter' (d) A Ix(d=x A ~(£d.tprinter' (d) A d=x)) A fout_of_order'(d) (=A)
b. Ct[A]yw = {<Du{d},n+1,r[d/p ].iL{<p,,a>},v>| <D,n,r,iv>e ctA

F(printer' )(v) = {a} A ae F(out_of_order’)(v)}

C. 1A, sw= 1 iff JacE [F(printer' )(w) = {a} A e e F(out_of_order’)(w)], O else
d. Ix[printer' (x) A =3y[printer' (y) A x # y] A out_of_order'(x)]

The truth-condtional content (46¢) does not come as a surprise. The sentence is true iff there is
exadly one printer and this printer is out of order. This can be expressd by the first-order
formula in (46d).

3.4.3 Anaphoric Definites
Now let us turn to the other reading of the definite article.
47) [+7opic THE; ] student is intelligent.

For reasons not to be discussed here (cf. Jager['92]), subjects of individual-level predicates (cf.
Kratzer['89b], Diesing['92]) like intelligent are obligatorily [+Topic]. Hence there is no
ambiguity. This predestinates this kind d construction to the investigation d the iswue:
presupposition or assertion?

(48) a. | cannot believe that the student is intelligent.
b. If the student were intelligent, he would solve the problem.
c. Maybe the student is intelligent.

Noneof these examples is compatible with the knowledge that there is no student or that there
ismore than ore salient student. Hencewe @nclude that the Topic-morpheme not only narrows

down the domain o interpretation, it aso shifts the descriptive content from asrtion to
presupposition. The operations to be performed by the update are first presented informally:

(49) a. Fix the discourse marker "d" to a familiar peg p
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b. Check that the value of |3 a student under each peg-interpretation.

c. Check that there is no other familiar peguch that the value of is a student
under each peg-interpretation.

d. Eliminate those possibilities where the value a§ mot intelligent.

How to formalize the first step? The only way to introduce anew, or to reset a familiar,
discourse marker isthe gplication d the dynamic existential quantifier "<d", bu thisintroduces

a new peg and fixes "d" to that peg. Hereis where our Topic-operator T comes into play. T
deletes the last peg introduwced - the value of "d" in the present state - and fixes "d" to a familiar
peg. This familiar peg has to be mapped to a student.

(50) £d. T tstudent'(d)

Notethat, dthough"T fstudent’ (d)" isnot an updite, "~d.T tstudent' (d)" is. The latter's output
contains the same number of pegsastheinpu. But it does nat sufficethat "d" is mapped to some
student-peg in every posshility of the input: it has to be the same one in every possibility. This
corresponds to the fad that the existence of a student-peg is presuppcsed and nd merely
aseerted. This can be dore by means of the necessty-operator, what can be taken to be a
reconstruction of the intuition that Topics carry "old" information.

(51) £d. T Ofstudent'(d)

Thisupdate succeals if and only if thereisafamiliar peg in theinpu that is mapped to a student
in every passhility. The uniguenessrequirement isimplemented in the same way as before, such
that the desired translation of (47) is

(52) £d.T Otstudent(d) A 3x(d=x A ~¢d. T Otstudent(d) A d=x)) A fintelligent' (d)

The meaning d the anaphaic definite determiner is again adhieved by abstradion ower the
nominal and the verbal predicate.

Definition 4.2 The Anaphoric Reading of the Definite Determiner
[+7opic thed ==> APAQAd. TOP{"d} A Ix(d=x A =(£d. TOP{"d} A d=x)) A Q{"d}

It was mentioned abowve that these two readings of the definite article are not a matter of
lexicd ambiguity, bu rather are driven by the presence vs. absence of the Topic-feature. Hence
there must be atemplate that corresponds to that feaure and that maps the referential to the
anaphaic reading. By comparing the referentia reading in definition 4.1and the anapharic
readingin d&finition 4.2, it becomes clear that the only difference is the pré@fix"preceding



96 Chapter 3. Topic-Comment-Articulation and Definiteness

every occurrence of "P" in the anapharic variant. The definition d the Topic-template is thus
straightforward.

Definition 4.3 The Topic-Template

Let "top" be aDITT-constant, top € Exp(<<s, det>,det>>). For every DITT-mode o9&, sequence
s, and assignment g, it holds that:

ItOPll g, 5.0 et ”)"D<s,detJ"P<s,pred>D{A)"X<s,e>TDP{X}} loe.g.s.w

The referential reading is taken to be the basic one. Topic assgnment is done by means of an
additional syntactic rule.

Definition 4.4 Topic Assignment

i) [+ropic DI ==>D

i)  DP ==> [70pic D], NP

iii) trany([, 1oy D]) = top(‘trang(D))

wheretransis the translation function from English to DITT

Thefirgt line givesthe syntactic rule that assigns the Topic-feature to a determiner. The second
lineindicates that [+Topic]-determiners show the same distribution as [-Topic] ones. The last

line gives the trandation rule for Topic assgnment. The fad that this feaure presumably
percolates to DP does not matter here. We are now able to derive the translation of (47).

(53) a.

the, :: D :: APAQZAd.P{"d} A Ix(d=x A ~d. P{"d} A d=x)) A Q{"d} (= A)
I

;hed - [+T0pic D] - top(%)

| student :: NP :ix.Tstudent'(*x)

| /
the, student :: DP :: tog{)("Ax.Tstudent'(x))

I

| isintelligent :: VP :Ax.fintelligent' (*x)

|/

the, student is intelligent :: S :: topf)(“Ax.1student'("x))("Ax.Tintelligent' ("x)) (=B)

b. ADAP.D{PAX.TOPHAN® ARAQZLA.R{A} A Ax(d=x A ~(£d.R{*d} A d=x)) A Q{*d})
= APARAQZA.R{A} A 3x(d=X A ~(£d.R{*d} A d=x)) A Q{Ad}™ Ax. TOP{X))
= AP AQLAAX.TOP{X}(Ad) A IxX(d=x A = dAX. TOP{X}(*d) A dx)) A Qf*d}
= APAQLATOP{ )} A Ix(d=x A ~(€d.TOP{Ad} A d=x)) A Q{*d}
= top("A)
c. APAQZLATOP{ A} A Ix(d=X A ~(£d.TOP{A} A d=x)) A Q) Ax. Istudent'(*x))
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= AQZd.TOtstudent'(d) A Ix(d=x A ~(£d.TOtstudent'(d) A d=x)) A Q{"d}
= topA)("Ax.tstudent'("x))
d. AQZd.TOfstudent'(d) A Ix(d=x A =(d.TOfstudent'(d) A d=x)) A Q{"d}
(“Ax.tintelligent' (*x))
=/Zd.TOfstudent'(d) A Ix(d=x A =~(£d.TOstudent'(d) A d=x)) A tintelligent' (d)
=B
e. Ct[B],s. = {<Du{d},n,r[d/a],i.v>| <D,n,r,i,v>€ ctAi(a) € F(intelligent')(v)}
iff & =wx(x e Pdom(ct)A v<D,n,r,i,v>¢ ct: i(X) € F(student’)(v)),
undefined else.
f. UBlysw= 1 iff F(student)(w) c F(ntelligent')(w), O else
g. VX[student'(x) - intelligent' (x)]

The update is not defined in the empty state 1, which refleds the fad that the Topic hasto be

linked to the preceding discourse in one way or another. The anaphoric character of the Topic-
subjectthe student is refleded by the fad that the truth-condtional content of (47) (given in

(53f)) correspondsto an uriversaly quantified first-order formula, namely (53¢). Remember that

the truth-condtional content of sentences containing free aaphara wrresponds to universally
guantifiedformulae too. Nevertheless there is no anaphor in (47) in the syntactic sense of the
word. This universal force of the Topic is swallowed, if the sentence is preceded by a sentence
where a student is mentioned.

(54) a. There is gstudent. (...).,k,,c The, ] student is intelligent.
b. £d".fstudent'(d)* A B
c. ctld" Istudent'(d’) A B] 5, = {<Du{d,d’},n+1,r[d"/p][d/p ],iu{<p,a>},v>|
<D,n,r,i,v>¢ ctA ae F(student’)(v) n F(intelligent')(v)}
iff Vp(p € Pdom(ct)- 3<D,n,r,i,v>¢ ct: i(p) ¢ F(student)(v)),
undefined else.
d. [l&d 1student'(d) A Bllys = 1 iff F(student)(w) n F(intelligent')(w) =@,
0 else
f. Ix[student'(x) A intelligent (x)]

The discoursein (54) introduces two new discourse markersinto the entext, dand d', bai it only
introduces one new peg. Both dand d'are mapped to this new peg. The interpretation of the peg
hasto be an intelli gent student in ead posshility. Sincethe definite Topic triggers auniqueness
presuppositionthe discourse is only felicitous in a context that does not contain a student-peg
arealy. More predsdly, there must nat be any familiar peg that is mapped to a studergvery

The mncrete anadysis of there-sentencesis nat at issue here. For a caeful discusson in a dynamic setup,
cf. Blutner['93].
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possibility.

(55) Yesterday, | met Peter. His brother is studying at the university. (...)
The student is intelligent.

It is not excluded in (55) that Peter is a student, too. The uniquenesspresuppasition ony
excludes that Peter known to be a student in the input context.

Accordingly, thisversion d the uniquenesspresuppasitionin (54) does not cary over to the
truth conditions (54d). They only assert the existence of an intelligent student.

3.4.4 Donkey Sentences with Definite Descriptions and the E-Type Strategy

Thereis a long tradition in analyzing donkey sentences that is incompatible with the view
advocated here (cf. Evang'77], Cooper['79], Heim['90], v. Fintel['94], ...). Its apologists rely on
the observation that the sentences in (56a) and (b) are synonymous.

(56) a. If a farmer owns a donkey, he beats it.
b. If a farmer owns a donkey, the farmer beats the donkey.

The core daim of that approach says that the pronours he and it in the (a)-example should not
be treded as bound \ariables (or discourse markers respedively) but as disguised definite
descriptions (so-cdled E-type pronours, cf. Evans['77]). The synonymy is accounted for by the
asumption that the pronounhe itself is synonymous with the farmer or even with the farmer
whoowns a donkeyt should be interpreted #% donkeyrthe donkey a farmer ownghere

are basicdly two waysto assgn such ameaning to the pronoun either you copy the NP from the
antecedenffarmer and dorkeyrespedively) into the scope of the pronounat LF, or you make

use of some windexing mechanism that ensures identity of descriptive cntent between
antecadent and pronoun(the atempt to attribute the semantic content of a pronounto pue
pragmatics does nat qualify asaserious option in my view). It is obvious that the first option is
incompatiblewith the requirement of S-compasitionality. Pronours - as every lexicd entry -
denate whatever they denote by means of their lexical information, and that is all there is to be
said abou this isaie. The semnd ogion - coindexing - is possble, bu it leads to wrong
predictions.

(57) a. If adog meets a dqgit; barks at jt
b. "If a dog meets a dqgthe dogbarks at the dog

If the mindexingin (57a) were only to serve to transfer the descriptive content dog from the
anteceadents to the respedive pronours, then (57a) shodd be semanticdly identical to (57b). But
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the latter is completely out, whil e the former is merely somewhat awkwardHence we have to
conclude that identicd indices force oreference too. This is aso assumed in the dynamic
approach. But if coreferenceis necessary anyway, why shoud we asaume identity of descriptive
content? By Occan's Razor, this assumption is superfluous and therefore to be denied. |
conclude that the E-type strategy is - besides being uravail able in the present approad - aso
undesirable from the point of view of the empirical predictions it ntakes

Nevertheless the synonymy in (56) remains to be explained. Although it does not provide
atod to analyzedonkey constructions in general, it is an interesting empirical problem. To put
it another way round, instead of beingexplanansit is anexplanandum

The treament of definites outlined abowve predicts both the synonymy in (56) and the
contrastin (57), aslongas we mnsider the definites in (56b) as Topics. Before showing this, |
introducean abbreviational convention, since the fully spelled ou DITT-trandlation d the
definite determiner is rather intractable.

Definition 4.5 THE
THE, ($)(¥) =4 €d.d A IX(d=XA ~(£d.p A d=X)) A ¢

Insteadof (58), | have dhasen an example with only one donkey pronoun. The analysis carries
over to the "classical" donkey sentence.

(58) a. If a; man walks, hemoves.
b. Zd. tman'(d) A twalk’ (d) - tTmove'(d)
c. ctld. tman'(d) A twalk' (d) ~ tmove'(d)] .
= {<D,n,r,i,v>| Ffnan')(v) n F(walk')(v) < F(move’)(v)}
d. [4£d. Tman'(d) A fwalk' (d) - Tmove'(d)[, s
=1iff F(man")(w)n Fwalk')(w) < F(move')(w), O else
e. vx[man(x) A walk' (X) - move'(x)]

BMatters do not improve if we choose the more complicated option.
i) “If a dog meets a dog, the dog that met a dog barks at the dog that a dog met.
This @ntenceis as bad as (57b). In the rest of the paragraph, only the simplified version is discussd, but the
argumentation carries over to the more complicated one.

“Heim['90] develops a more sophisticated descendant of the "classical" E-type strategy where pronouns
are not claimed to be plainly synonymous to definite descriptions dharing the descriptive content with their
antecedent. Nevertheless she admits that this construction type is problematic for her approach.
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(59) a. If gy man walks, [,.the, ] man moves.
b. 8, man walks :: S :Zd. tman'(d) A twalk' (d)
I if:: C:ApAQ.p-"Q
!f a/d man walks :S:: Ag.£d. tman'(d) A ftwalk'(d) - *q
| they :: [irome D | 1 APAQ.THE,(TTP{*d})(Q{"dl})

I
|  man : NP :Ax.tTman'(*x)

|/

the, man :: DP :AQ.THE, (TOfman'(d"))(Q{"d})
I

I

moves :: IV :Ax.Tmove'(*X)
|/
the, man moves :: S :: THHTOfman'(d"))(tmove'(d’))
/
f a, man walks, theman moves :: S
2 £d. tman'(d) A twalk' (d) - THE, (TOfman'(d"))(fmove'(d’)) (=A)

C. Ct[A];sw= {<D,n,r,i,v>| Fman')(v) n Fwalk')(v) c F(move’)(v)} iff
vp(p € Pdom(ct)- 3<D,n,r,i,v>¢ ct: i(p) ¢ F(man')(v)),
undefined iff
Ip(p € Pdom(ct)A v<D,n,r,i,v> € ct: i(p) € F(man')(v)).

d. [HA],sw= 1 iff F(man') n Fwalk')(w) < F(move)(w), O else

e. vx[man'(x) A walk' (X) - move'(x)]

According to ou analysis, (58) and (59) are not completely synonymous. The definite
descriptionthe manin (59) triggers an existential and a uniqueness presupposition. The former
is swallowed by the atecalent of the condtional, bu the latter is projeded to the entire
sentence Acoordingly, the updeteisonly defined if thereis gill no man-peg in the inpu context.
This seems not implausible to me. Nevertheless, the truth-conditions assigned to the sentences
(58) and (59) areidenticd. Hence our approach is no worse than the E-type analysis in this case.

Now let us investigate the contrast in (57). The (a)-example is unproblematic.

(60) a. If a;dog meets adog, if, barks at it
b. £d. tdog'(d) A£d'. tdog'(d’) A tmeet(d,d')~ tbark’ (d,d")
c. ct[“d. 1dog'(d) A £d'. 1dog'(d’) A Tmeet(d,d’) - Thark’ (d,d")];s.
= {<D,n,r,i,v>| Fdog)(v) x F(dog')(v) n F(meet)(v) c F(bark')(v)}
d. vxvy[ dog'(x) A dog'(y) A meet'(x,y) - bark' (x,y)]

This is the interpretation we expect. Let us turn to the bad example.
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(61)

a. If a;dog meets adog, [, the,. ] dog barks at.f,. the,. ] dog.

b.

if a, dog meets adog ::S :: Aq<d.tdog'(d) A £d'.tdog'(d") A tmeet(d,d")~ q

I
the,.dog :: DP :AQ.THE,. (TOtdog'(d"))(Q{d"})

I
| barks at:: TV :ATAX.T{"Ay.bark' ("x,"y)}

I
I
I
||/
| barks at thg dog :: VP ::AX.THE,. (TOfdog'(d"™))(tbark’ ("x,d"™)) (=A)
|
| | the,. dog :: DP :AQ.THE,. (TOfdog'(d"))(Q{d"})
||/
| the, dog barks at thedog :: S :: THE. (TOfdog'(d"))(A(d")) (=B)
|/
if a, dog meets adog, thg. dog barks at thedog :: S ::

£d.tdog'(d) A £d".1dog'(d") A tmeet'(d,d") - B (=C)

c. B= Zd"TOfdog'(d") A Ix(x=d"A ~(d".TOrdog'(d") A x=d")) A
£d™TOtdog'(d™) A Ix(x=d™ A ~(£d™ TOrdog'(d™) A x=d™)) A
tbark’ (d",d™)
d. ctlClyen= undefined

(61a) is undefined in ead context, since the aitecalent of the condtiona introduces two
differentdogpegs, whil e the cnsequence presuppases that thereis exadly ore. If we wereto
analyzethe definite DPsin (57b) as being referential, we would get an interpretation, something
like There is no morethan ore dog dl over, andif this dog meds itsdlf, it barks at itself. This
interpretationis excluded by Binding Principle C. Hence the ungammaticdity of (57b) is
explained.

Notethat (57) canna be treaed in parall € to the famous bishop-sentences which Heim['90]
attributes to Hans Kamp:

(62) a. If a bishop meets another man, he blesses him.
b. ?If a bishop meets another man, the bishop blesses the man.

Both (62a) and (b) imply If two hishops med each cather, they bless each ather. Under a
simplistic interpretation d the uniqueness presuppdasitions triggered by the definites in (62h)
(and, uncer the E-type analysis, in (624) too), the sentence instead shoud come out as truth-
valueless if the man whois met isabishop,too. This is another story than the one told by (57),
since (62b) is nealy as accetable a, and even more or less ynonymous to (62a). Under the
presentpproad, the uniquenesspresuppasition triggered by the bishoponly requires that the
peg that the definite picks up is not interpreted as a bishop undr every peg-interpretation
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admitted by the context. It does not matter if it happens to do so in one possibility or the other.
But (62b) isin fad problematic under the present approad. If wetakeit for granted that bishops

are dwaysmen, aviolation d the uniquenesspresuppasition ofthe marresults. We either have

to admit that bishops are not necessarily men, a we have to refine the interpretation o the
definite determiner slightly.

(63) "The P Q" means "There is one individual x that is P and possibly Q, and there are
no individuals y different from x that are P and possibly Q, and x is Q"

Acoording to this approad, the manin (62 rougHy meanghe only man that the bishop could
bless If we assume that bishops do nd blessthemselves (asfar as | know, religious confessions
differ in this resped), (62b) comes out as synonymous to (62a). | refrain from formalizing this
ideasinceit causes quite alot of technicd difficulties that would lead us beyondthe scope of
this dissertation.

To conclude, if we ontrast donkey condtionals with anaphaic pronours in the
consequenceto parallel examples with definite descriptions, there ae threeobservationsto be
accounted for.

(64) a. If a man walks, he talks.
b. If a man walks, the man talks.
(65) a. If a bishop meets a bishop, he blesses him.
b "If a bishop meets a bishop, the bishop blesses the bishop.

To start with, (64b), containing a definite description, da@s not presuppcse or asert the existence
and uniquenessof asinge man. Even if we know that there isawalking man, there may be other
men besides him. A theory of definitenessthat requires general existence and uriquenessis
unable to account for this observation

Sewndy, the pronown he and the definite descriptidhe manare interchangeable in (64).
An adequate theory of definiteness has to predict this. Finaly, this interchangeability of
pronouns and dfinites breaks down in examples like (65) where subjed and ohed of the
antecadence are syntadicdly identicd. | am not aware of any semantic theory of anaphaicity
and definitenessexcept the one presented here, that is able to acourt for all these data. (65b)
provesthat definiteness is connected to uniqueness in a certain sense, but it has to be restricted
in an appropriate way such that the uniqueness presupposition cannot project to the top level in
(64a). The semantics of Topics given in this chapter is able to fulfill this requirement.

3.4.5 Bridging without Accommodation

Before we start formali zing the strategy to deal with bridging constructions that was informally
discussedn paragraph 3.2, let me make two more remarks. To start with, it should be stressed
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that our medianism is only intended to acwmurt for bridging in conredion with
anaphoric definites. To state this explicitly:

ANAPHORIC Definites trigger an existence and uniqueness presupposition w.r.t. the peg
system of the input context.

Referential definites are sometimes related to the lingustic context by means of a kind d
bridging too (some examples are discussed in paragraph 3.6.1 klow), bu there another
mechanism is needed.

As a second pant, attributing all bridging inferences to Meaning Postulates is a grea
oversimplification. Look again at the city-hall-example:

(66) In every city, the city hall is near the market place.

The analysis of this example crucially depends on the presence of two Meaning Postulates that
ensure that each city has a city hall and a market place. This is of course too strong. Berlin, for
example, does nat have amarket place bu this knowledge fail es to make (66) unacceptable.

Hence, some Meaning Postulates rather have the status of a generic statement than that of an
analyticd truth that a Meaning Postulate usually expresses.expresses. It was already mentioned
at the end d subsedion 3.2.2hat the term "Meaning Postulate” might be somewhat misleading
since the information Meaning Postulates encode in ou system rather have the status of
presuppositiongin the sense that eat discourse presuppases the wegkest system of Meaning
Postulates that makesit accetable). It iswell known that presupposition may be defeasible, but
sincethe underlyinglogic of the present system isamonaonic one, this canna be acourted for

here. With this proviso, we now can formulate our claim more precisely:

An anaphoric definite is only licensed if its presupposition is supported by contextual
information together with analytic and generic knowledge BEFORE the definiteis processed.

Now let us work through the examples discussed in paragraph 3.2.
(67) John is married. Thgwoman is nice.

Withou advocating a particular theory abou the semantics of proper nouns, | assumeJibian
is just an abbreviation fahe individual called John

(68) Johny ==>AP.THE(tjohn' (d))(P{*d})

The static predicae john' is intended to denote the set of individuals cdled John. We might
require that it rigidly denotes one and the same singleton set in every world, bu this does not
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matter for our purposes.

(69)  a. [iopic JONRY] is married.
b. THE(TOtjohn' (d))(tmarried’ (d))
c. ct{THE,(TOtjohn' (d))(tmarried' (d))], s, =
rex({<D u{d},n,r[d/ «],i,v>| <D,n,r,i,v>¢€ ctAi(a) € F(married')(v)})
iff & =1p(pe P, A v<D,n,r,i,v>e ct[i(p) € Fjohn")(v)]), undefined else

In the previous ®dion,weignaed the fad that we have to compute the redistic extension d the
output since the set of Meaning Postulates was empty and hence rex was just the identity
function. Now suppose we do have Meaning Postulates.

MP 1: wx[Ojohn'(x) -~ Omale'(x)]
MP 2: vx[Omarried' (x) A Omale'(x) -~ Jy[0 woman'(y) A Owife' (x,y)]]

Accoordingto (69c), after processng the sentence we get a context that contains exactly one peg
that is necessarily mapped to John. Let us call this context ct'. Definition 3.12 on page 86 gives
us a modal first order model based on this context.

(70) M, =4 <P,.Ct',ct'xct',G>, such that:
GQ")(<D.n,riw>) ={<q, ..., ¢> € B" | <i(a), ..., i(q,)> € F(Q")(W)}

Thefirst Meaning Postulate is valid in M. Let us again use to refer to the one and only peg
mapped necessarily to John in ct' again:

(71) M =gt <P,,Ct,Ctxct,G>, such that:
G(ohn')(<D,n,r,i,v>) ={qe P, |i(q) € FGohn")(v)} ={ a}
G(male)(<D,n,r,i,v>) = {qe P, | i(q) € F(male')(v)}

o € G(male')(<D,n,r,i,v>)
ITjohn’ (x) - OMale’(X)lp,pivm gt = 1
I¥X[Tjohn’ (x) - OMale'(x)]lp, g = 1

Since the Meaning Postulates must be suppated by the DITT-model (definition 3.3, the
interpretationof john' is a subset of the interpretation d male'. This ensures that MP 1 also
holds in every context-model.

Things are different w.r.t. MP2. According to (69c), e must be mapped to an element of
F(married') in ead passhility of ct'. Hence the antecedence of MP2 is fulfilled in every
passhility and undxr ead variable assignment, but the consequence is only fullfilled if there is
a peg among Rhat is mapped to John's wife in every possibility of ct'.
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(72) a. a € G(male")(<D,n,r,i,v>)
b. « € G(married')(<D,n,r,i,v>)
C. |vx[Omarried' (x) A Omale'(x) -
Jy[C woman'(y) A Dwife' (X,Y)]]lpnrivsg = 1
iff 3B € P, v<D,n,r,i,v>e cti(f) € F(woman') A <i(a),i(B)> € F(wife"))

Supposeahisisnat the cae. Then ct' isnat a realistic context. But on the other hand, since the
DITT-modelsuppats MP2, there is awoman that is bhns wifein ead possble world. The
minimal extension d ct' that suppats MP2 isthe context that isexadly like d' except it contains

a new peg pthat is mapped to John's wife in each possibility.

(73) a. rex(ct) = {<D,n+1,r,i{<p,,a>},v>|<D,n,r,i,v>e ct'A
a e F(woman’)(v) A
<i(a),a> e F(wife')(v)}
b. ct[THE,(TOfjohn' (d))(Tmarried' (d))],sw=

{<D W{d},n+1,r[d/ «],iu{<p,,@>},v>|<D,n,r,i,v>c ct A
i(a) € F(married')(v) A
a e F(woman’)(v) A
<i(a),a> e F(wife')(v)}

iff &« =1p(pe P, A Vv<D,n,r,i,v>e ct[i(p) € Fjohn")(v)]), undefined else

Note that the value of the newly introduced peg p, need na be unique. If Johnis a bigamist,

thereare posshiliti esin the ultimate output state that mapt@ his first wife, some that map it

to his mndwife d@c. Neverthelessthereis only ore peg that is always mapped to one of John's

wives. This ensures that the uniqueness presupposition of the subsequent sentence is fulfilled.

(74)  a. [41opic ThE ] Wwoman is nice.
b. THE, (TOtwoman'(d"))(Tnice'(d"))
c. ct[THE, (TOtwoman'(d"))(tnice'(d")], s.w
= {<Du{d"},n,r[d"/B],i,v>| <D,n,r,i,v>ec ctAi(B) € F(nice")(v)}
iff B =1p(pe P, A Vv<D,n,r,i,v>e ct[i(p) € F(woman')(v)]), undefined else

(75)

8}

. Johny is married. Thgwoman is nice.
b. THE(TO®john' (d))(tmarried' (d)) A THE, (TOtwoman'(d’))(tnice'(d"))
c. Ct[THE(TOtjohn' (d))(tmarried' (d)) A THE, (TOtwoman'(d'"))(Tnice'(d"))]
= {<Du{d,d'},n+1,r[d/«][d"/p,].iu{<p,,@>},v>| <D,n,r,i,v>€ CtA
i(a) € F(married')(v) A
a e F(woman')(v) A
<i(a),a>e F(wife')(v)}

g9,s,\w
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iff o =1p(pe P, A V<D,n,r,iv>e ct[i(p) € FGohn")(V)]) A
-3 eP, v<D,n,r,i,v>¢ ct [i(B) € F(woman’)(v)], undefined else
d. [UTHE,(TOMjohn' (d))(Tmarried’ (d)) A THE, (TOTwoman'(d’))(Tnice'(d")lysw
=1 iff Fjohn')(w) c F(married')(w) A
{a] Fjohn")(w) x {a} < F(wife')(w)} n F(woman')(w) n F(nice')(w) = &,
0 else
c. vx[john'(x) - married' (x) A Jy[wife'(x,y) A woman'(y) A nice'(y)]]

The most important feaure of this treament of bridging is the fad that the introduction o the
pegcorrespondng to Johnswifeis not triggered by the Dihe womanAfter processingohn
is married, the wife-peg is introduced, no matter whether or nat it is referred to later. This
sharply distingushes this approac from theories that use acommodation. According to such
theories, a presuppaition trigger ensures itself that its presuppasition is fulfilled. As a
consequenceof thistreament, the womanin ou example would introduce awoman-peg if there
isnore, andit would na, if thereis one dreay. It is hard to bring such an approadch into line
with theideaof compositiondlity. That thisis neverthelesspossbleis shown by Beaver['92, '93,
but it remains unclea in his approach how for instance the presuppasition d the woman is
formally linked to the meaning d married. Our Meaning Postulates, stipulative thoughthey may
be, establish that link.

The licensing d anaphaic definites in the cnsequence of condtionals by means of the
material in the atecadenceis quite similar to dyramic binding d variables/discourse markers
in the case of anaphoric pronouns.

(76) a.If Johnyis married, thgwoman is nice.
b. THE, (TOfjohn' (d))(tmarried' (d)) - THE, (TOfwoman'(d'))(tnice'(d"))
= =(THE, (TOfjohn' (d))(*married’ (d)) A =THE, (TOfwoman'(d"))(fnice'(d")))
c. ct[THE, (TOtjohn' (d))(tmarried’ (d)) A = THE, (TOftwoman'(d’))(fnice'(d"))]
= {<Du{d},n+1,r[d/a],iv{<p,,a>},v>| <D,n,r,i,v>e ctA i(a) e F(married' )(v)
A ae F(woman')(v) - F(nice’)(v) A
<i(a),a>e F(wife')(v)}
iff o =1p(pe P, A v<D,n,r,i,v>e ct[i(p) € FGohn")(V)]) A
=3B eP,v<D,n,r,i,v>e ct[i(p) € Flwoman')(v)], undefined else
d. ct[THE, (TOfjohn'(d))(Tmarried' (d)) - THE, (TOTwoman'(d’))(Tnice'(d))] <.
= {<D,n,r,i,v>| ((Fjohn")(v) n F(married')(v)) x Fiwvoman’)(v)) n F(wife')(v) =
((Fgohn")(v) n F(married')(v)) x (Fiwoman')(v) n F(nice’)(v) n F(wife')(v)
iff o =1p(pe P,AVv<D,n,r,iv>e ctli(p) e FGohn')(v)]) A
-3 eP, v<D,n,r,i,v>e€ ct [i(f) € F(woman'’)(v)], undefined else.
e.vxvy[john' (x) A married’ (x) A woman'(y) A wife'(x,y) - nice'(y)]

g,s,w
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The truth-conditions predicted for (76a) are rougHy Every wife of eve'y Johnis nice Besides
this, the sentence caries the presuppasitions that there is exactly one John-peg, and no woman-
peg, in the input context.

3.5 Summary

Among the competing recent approaches to discourse semantics - Discourse Representation
Theory, File Change Semantics, and Dynamic Semantics - there is some measure of agreement
concerning the semantics of indefinites and anapharic pronowns. These converging assumptions
can be given in a nutshell:

(77) 1) Indefinite DPs introduce a novel discourse referent (DRT)/file card (FCS)/
variable (DPL) /discourse marker (DMG).
i) Anaphoric pronouns pick up a familiar discourse referent/...

The kinds of abstrad objeds which these theories assgn to sentences as meanings are
acordingly very similar. The differences mainly concern the way these "meanings’ are
composed. DRT assumes a mediating level of representation called "Discourse Representation
Structures”. In the "canoncd" version d DRT (Kamp['81], Kamp & Reyl€g['93]), cetain
transformation®perating onDRS's are acrucial part of the theory. As a consequence, DRT is
essentially representational and non-compositional.

At afirst glance FCSis very similar to DRT. The mediating representations are cdled
"files", and uterances perform adions on files. This gmilarity has led many authors to the
conclusionthat FCS is nothing more than a variant of DRT (unfortunately, Heim['90] herself
suppatsthisview). Thereisa aucia difference, though. Interpretation rules in FCS only make
referenceto two aspeds of files, namely the domain of afile andits satisfadion set. Both are
model-theoretic objects. The former is a set of individuals and the latter a set of sequences. (In
Heim['83h], partia functions are used, so that the domain beaomes superfluous as an extra
comporent.) Henceit is possble to identify fil es with model-theoretic objeds, and the whole
theory proves to be esentially nonrepresentationdl. It is even compositional, with the one
exceptionthat some interpretation rules implicitly make reference to the feaure [ definite].
Hence, the interpretation d a cmplex constituent sometimes depends on morphaosyntadic
information in addition to the interpretations of the subconstituents and the way they are
combined. As an additional complication, the input of interpretation is a level of Logical Form
that differs substantially from S-structure. For instance, it is assumed that an indefinita dsg
has the same LF-categary like asentence (it is claimed to be synorymous toThere is a dogand
aquantifier like evey cat does nat even form a constituent at LF. This is clearly a disadvantage
since these DPs can be @wnjoined (a dog andevey cat). It remains unclea how this can be
accounted for in FCS.

Dynamic Montague Grammar triesto develop the insights of FCS further (althoughthe
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relation of Dynamic Semantics to FCS is unfortunately rarely mentioned in the dynamic
literature). The most important difference oncerns the meaning d indefinite DPs. These ae
tregted onapar with quantifiers, i.e. the indefinite article has a meaning of its own, and maps a
predicae expressonto afunctionfrom predicaesto sentencedenatations. This move solves the
problem of the free onjoinability of DPs. Ancther, even more important pay-off is that the
introduction d anew file cad/discourse marker is performed bythe semantic counterpart of the
indefinite determiner. Thus there is no reed to explicitly refer to definiteness any longer,
indefinites can be interpreted in situ, and, as a cnsequence, LF can be dispensed with in the
dynamic framework (as far as indefinites are concerned).

Although the treatment of indefinites and pronouns in the theories mentioned represents
a omnsiderable step forward in comparisonto previous approaches such as Montague Grammat,
wereagnze aregrettable gap as sonaswe turn ou attention to definite descriptions. In DRT,
theissieisnat investigated systematically. In the dynamic framework, | am only aware of two
proposals.Van Eijck['91] simply adops the diredly referential interpretation (definites
presupposeexistence and urnqueness globally) into a dlightly revised version d Dynamic
PredicateLogic. As mentioned abowve, neither presuppgition is aways suppated by the
observations. The relevant examples are repeated here.

(78) a. Peter resembles Mary so closely that he could be the brother of the girl.
b. John is married. The woman is nice.

In (783), the existenceof Mary's brother is neither presuppcsed na assrted (neither, by the way,
isthe uniquenessof the girl), and (78b) by nomeans presupposes that there is only one woman,
the quantificational domain being as gnall as you want, since spe&ker and heaer need na be
able to identify John's wife.

The seaond dyramic gpproac to definiteness | am aware of, Beaver['93], is more or less
identical to Heim's['82] treatment; hence it will not be discussed independently.

In contrast to DRT and DMG, Heim['82] devotes a lot of spaceto the investigation o
definite descriptions. She does away with the "truth condtional" approaches altogether and
sticks to a familiarity theory of definiteness Put briefly, definite descriptions are treaed in
parallel to anaphaic pronours, i.e. they pick up familiar file cads. The descriptive mntent
plays, so to spe&, only an auxiliary role: it narrows down the range of file cards the DP is able
to pick up. The use of adefiniteis - according to FCS - only felicitous if the file card picked up
isknown to refer to an individual satisfying the description in the current state of conversation.
As an epiphenomenal consequence, the definite DP is claimed to presuppose existence, but not
uniqueness The sentencesin (78) again bah provide @urterevidence to this view. In (78a), the
existence presuppasitionisviolated, and in (78b), there is no file card available thatwoman
could felicitously pick up.

The present chapter tries to fill this gap. There ae two related starting pants that were
used. Thefirst isapossble extension d FCSinformally discussed in Heim['82]. To explain the
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restricted distribution d pronours in comparison to definite descriptions, she propaoses to
designate asubset of the domain o file cads as "prominent”. Pronouns are only able to pick up
prominentfile cads, while the entire domain is accessble for definite full DPs. The second
proposal elaborated on originates in GSV['93,'94]. These authors assume that a context defines
two dfferent domains - variables and pegs. Formulae ae diredly linked orly to variables, while
the pegs only copy the information encoded by the variables. Therefore variables become free
to lose old information and acquire new information. One might imagine this system as a two-
tape Turing Madine, where the first tape operates with the inpu alphabet and the second ore
with the output alphabet. Groenendijk (p.c.) onceinsisted that the proposal does not have ay
application in natural language semantics, but | hope that | have shown the opposite to be true.

In the present approad, the peg-tape nat only servesas a backup copy of the information
encoded at the discourse-marker-tape. There ae cetain inference processes that are largely
independent of the referential indices of DPs, but which are triggered by descriptive content of
cetain lingustic items. A relevant exampleis (78b). From the descriptive content of the verb
marry, together with the knowledge that John is a man, it can be inferred that there is a woman
who Johnis married to. This kind d information is gored onthe peg-tape diredly, withou
affecting the discourse-marker-tape.

Theempiricd basis for the analysis of definite descriptions presented hereis formed by
the insight that syntactically they do nd form a homogenous class There ae (at least) two
different determiners sibsumed undcer the term "definite aticle”. In English, the differenceis
only indicated by means of different stress patterns, but in standard German, it is expressed by
diff erent word order, and in some German and Dutch diaeds, even dfferent formatives are used
(cf. Ebert['71]). A minimal pair is given in (79).

(79) a. Ich habe gerade den Dekan getroffen.
| have just now the dean met
'l just met the DEAN'
b. Ich habe den Dekan gerade getroffen.
| have the dean just now met
'l just MET the dean’

In (79a), where the definite objed ison the right of the adverbial in the German, and is stressed
in the English version, the dean - in the asence of more spedfic information - refers to the dean
of the department the speeker belongs to. There is a unique referent of the DP identifiable by
bath speker and heaer by means oextralinguistic information. For this reason, | have called
this class of definites "referential".

In (79b), onthe other hand, the objed is scrambled in German, and ceaccated in English.
Itis only interpretable with Bnguistic context. Suppose the sentence is precedéd bere
are seveal profesors from Johris department at the party, including the dean. Are they having
fun?B: | just MET the dean. He wasflirtingwith astudent. In this context, the dean refersto the
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dean o Johns department. Generally, scrambled/deacceted definites refer bad to an item from

the precaling dscourse; and if the referent of the antecedent is not fixed, neither is the referent
of the definite. Hence | have called them "anaphoric". As example (78b) shows, there need not
be an explicitly mentioned antecedent at all. This observationis easily accounted for if we use

the peg-tape for the interpretation of anaphoric definites.

To return to Heim's file metaphar again, we now have two files. In the main file
(correspondindo the peg-tape), red, i.e. contentful informationis gored (formally: ead file
cad corresponds to an individual property, a function from possble worlds to sets of
individuals). Some file cads of this file have a cetain label. There is an auxiliary file (the
discourse markers), where only the labels of the cadsin the main file, together with a pointer to
thelocdion d the correspondngfile cad, are written down. There may be more than one label
for one"contentful” file cad, and there may befile cadswithou any label. Anaphaic pronowuns
are,so to spek, lazy file derks. They only look into the auxili ary file containing the labels.
Hencethey have no access to those main file cards lacking a label. Anaphoric definites, on the
other hand, are busy file derks. They lookinto the main file for a spedfic content, and if they
find a cad that meds their requirements, they assgn a new labdl to it (to enable the lazy
pronoursto findit later on). If there is no card, or more than one card with the desired content,
the file clerk goes on strike.

Referential definites, aswell asindefinites, always create a new file card in the main file,
andthey either assgn a new label to it or they regycle an dd ore which then ceases to refer to
the cad which it previously referred to. Definitefile clerks again are more thorough; they make
the entry on the new card as informative a possble (such that the new card denotes either a
singleton or the empty set in every world), whil e indefinites all ow for an arbitrary degree of
uncertainty.

Items of different morphdogicad and syntadic caegories have diff erent accessto thefil es.
Anaphaic pronours only look at the surfacefile where the labels are stored. Definite
descriptions and indefinites (and probably tense) have to crede or regycle labels. Those
indefinitesthat were investigated upto naw, and referential definites additionally creae new
peg-cards. Anaphaic definites are only allowed toead in the peg-file. Linguistic items of any
caegory are dlowed to write something into it, as long as they are not part of a Topic and they
contain descriptive content. Thisrefledsthe intuition that Topics carry "old" information while
the Comment adds new information. The descriptive mntent of Topics merely serves to identify
certainpegs. Up to this paint, anapharic definites were the only instance of Topics, but in the
subsequent chapters, we will see that indefinites and tense may serve this purpose as well.

3.6 Loose Ends

It does nat come & a surprise that the analysis proposed here probably raises more questions
thanit answers. Thisisnot an acadent. DITT (or the analysis based on DITT) is intended as a
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modification of both FCS and Dynamic Montague Grammar. In the best case, it avoids ome
problems these frameworks are faced with. Nevertheless DITT inherits most of the problems of
its predecessors. Let me mention some of the shortcomings.

3.6.1 Pronouns

Little of what has been said abou the interpretation d anapharic pronours is new. They are
smply assumed to pick up familiar discourse markers, and there are standard counterexamples
against this view that | can only list here.

(80) Pronouns of Lazinesdcf. Karttunen['69])
Every wise man gives his paycheck to his wife. John givieshis mistress.

Obviously, it in the second sentence shoud be interpreted as Johris paycheck But no matter

how we analyzethe semantics of his paycheck the first sentence is unable to introduce any new
discourse marker in the present framework, since universally quantified sentences are statically
closed. In this case, the E-type strategy is clealy superior to the dynamic account. According to
Heim['90], anapharic pronours can dencte function variables as well as individual variables.
Applied to the second sentence of (80), this predicts the following (static) translation:

(81) give'(', f(j'), mistress{j'))

Theinstantiation d the variable "f" is ssmehow governed bythe context. In (81), f's value is the
function that maps men to their paychecks. The weak point of this analysis is the way in which
thisinstantiation is determined. | think that it is not completely utopian to combine the E-type
approach and Dynamic Semanticsin such away that it in our example is dynamically bound by
his paycheck i.e. to reformulate Heim's version d the E-type gproad in an S-compasiti onal
and semantical way. But it surely will not suffice to allow Skolem functions as values of pegs,
sinceuniversally quantified sentences always dencte purely eliminative updates and hence are
unable to license anaphors of any kind. | leave the issue to further research.

Even more problematic for the present acourt are the diff erent variants of subordination.

(82) a. There is no unified account for anaphoricity yet, ibgresumably would be a
dynamic one.
b. Maybe there is a solution to these problems. Anyway, it would be too difficult
to workit out now.
c. Most theories have a weak point, although it is sometimes hard to itletect

Here the functions that Heim asaumes as interpretation d the pronours are not even
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lingusticdly present in the respedive antecalent sentence There are two options to account for
suchdata in adynamic framework. The notion d dynamic binding may be extended in such a
way that it covers these dependencies as coindexing. Thisis the strategy Dekker['91] chooses.
As a onsequence, it is difficult to exclude caes where quantification, regation etc. do bock
anaphoric dependencies. Chierchig['92] propaoses to allow two strategies of anapharicity
simultaneously, dynamic binding and E-types. Here the familiar objedions against the latter
apply as well, but | have to admit that | am unable to propose any alternative here.

3.6.2 Definite Descriptions and Bridging

It isan obvous fad that the essumed uniquenesscondtion onthe definite aticle is much too
strongin most cases. Henceit hasto berelativized to some @ntextually determined damain. The

set of pegs provides thisrestriction in the case of anaphoric definites, but referential ones range
over the whae individual domain of the model. Nevertheless even lingustic context is able
provide domain restriction for referential definites, as the following example (due to Manfred
Krifka, p.c.) shows.

(83) Ich habe mir gestern ein Auto gekauft.

| have me yesterday a new car bought
‘Yesterday, | bought a new car.'

a. Heute ist bereits die linke Vorderradkappe abgefallen.
Today is already the left front-hub-cap fallen-off

b. Heute ist die linke Vorderradkappe bereits abgefallen.

Today is the left front-hub-cap already fallen-off

‘The front left hub cap fell off today"

The obed the front left hubcap preferably remainsin situ Hence it is a referential definite. but
itsinterpretationis of course nat the one and oy front left hubcap, bu the front left hub cap of
the ar just mentioned. To put it in other terms, there is a kind of bridging betwaeearin the
first sentence and the front left hubcap, namely a part-of relation, but this bridge is not built by
means of Meaning Postulates and pegs. One way to acourt for this observation is given in
Lobrer['85]. Accordingto Lobrer, the definite aticle generadly selects relational NPs. If the NP
happens to denote a one-place property (like front left hub cap), it becomes smehow
reinterpretechs arelational one, in ou case presumably something like its front left hub cap.
The new argument place ca be interpreted as anaphaicdly to a car. | dould that thiskind o
reinterpretation always applies, but maybe it is available as a kind of last-resort mechanism.
Matters are even more cmplicated with so-cdled "inalienable’ uses of the definite
determinerln some languages like French and German, it is possible to refer to body-parts by
singular definite descriptions even if there is more than one possible referent.
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(84) a. Hans hat sich wahrscheinlich das Bein gebrochen
Hans has himself presumably the leg broken
b. Hans hat sich das Bein wahrscheinlich gebrochen
Hans has himself the leg presumably broken
'Hans presumably broke his leg'

In (84b) the objectas Bein(the leg) is scrambled and hence a Topic. Semantically, it behaves
just as expeded; the sentenceis only felicitous if exadly one of Hanss legs is alrealy under
debate. The problematic caseis (84d). Here the definiteis gyntadicaly marked as referential, but
nathing like auniqueness-assertion arises. The meaning isHass broke one of his legéhe
fad that this construction-type is not available in English may be seen as an indication that it is
not a proper use of the definite aticle & al but rather an idiosyncratic and language spedfic
acddent.Vergnaud & Zubizareta['92], who investigate similar examples in French, conclude
that the article in these constructions is expletive, i.e. semantically empty.

Presumably the most daring clam made in this chapter concerns the treament of
associativeanaphaic definites, and acwrdingly, the possble @urterexamples are most
challenging. The proposed strategy to bridging corresponds to a cetain strategy of theorem
proving cdled "forward chaining' in the Al-literature (cf. Charniak & McDermott['85]). If an
assrtionis added to a database, aforward chaining theorem prover draws al i nferences that can
be drawn from the as<ertion at the time it is asserted. If aquery is made later on, the system
only has to chedk whether the required theorem is gored in the database or not. The oppcsite
strategyis cdled "badkward chaining"'. Here making an assertion simply means to add the
asertion itself to the database. Only when a query is done that requires theorems proven by
means of the asrtion, are the inferences adually drawn. This corresponds to the
accommodation strategy advocated by Heim['82, '83b].

Instead of assertions, we have pegs and their propertiesin o model, and the @urterparts
of queries are anaphoric definites. Our central claim can thus be formulated as:

The processing oRNAPHORIC definites can be done by means of forward chaining only.
The two strategies are indistinguishable in the case of non-associative anaphoric definites.
(85) A farmer owns a donkey. The donkey is grey.

As a @mnsequence of processng a donkey, a donkey-peg is introduced. The dorkey merely
requires the presence of such a donkey. Hence no additional inferences are necessary, and the

guestion of when the necessary inferences are drawn does not arise.

(86) A farmer owns a donkey. He bought it last week. The animal is grey.
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Here a cetain inference is inevitable, namely that a donkey is an animal. Since there is another
sentence between the assertion a dorkeyand the query the animal, we have a ¢oice about when
to draw thisinference but it makes no recognizable difference, since it is reasonable to assume
that the inference rulevery donkey is an animal always available.

The dhoicebetween forward and badkward chaining becomes apparently important in the
case of so-called epithets (examples from Clark['74]).

(87) a. | meta man yesterday. The bastard stole all my money.
b. I ran two miles the other day. The whole stupid business bored me.
c. Her house was large. The immensity made me jealous.

To interpret the bastard in (87a) as anapharic to a man in the precaling sentence, we have to
infer that thisman isabastard. If we insist on forward chaining, we have to conclude that there
is an inferencerule like evey manis a bastard or evey man | met yesterday is a bastard or
something similar. Thisis of course nat desirable. Here badkward chaining seansto be superior.
At thetime the bastard is processed, it isinferred a) that the man previously mentioned could
be abastard and b) that heisin fact a bastard. But such a strategy is clearly on the wrong track.

(88) | met a manyesterday.The rancherstole all my money.

Here woreference between a manandthe ranchelis even excluded, although the man of course
could be arancher. Actually, only a small and more or less closed class of NPs is able to figure
as epithets. They surely do nd form a mnvincing evidence in favour of badkward chaining.
Presumably, nours like bastard denate just the same property as human keing, and the pgjorative
connotation is nothing more than a conventional implicature

The next example (from Beaver['93]) causes a problem for forward chaining, too.

(89) If I go to a wedding then the rabbi will get drunk.
From the mentioning o awedding, we usually only infer the presence of a clergyman. To utter

therabh felicitoudly, an additional inference seems to be inevitable. On the other hand, it does
not seem implausible to me that the sentence & a whole presuppases the presence of an

I nterestingy enough in certain text sorts examples like (88) ocaur quite regularly. Consider the discourse
fragment in (i) that sounds natural as part of a newspaper article:
)] [One of the organizers of last week's bank robbery]; was recently put under arrest. [The thirty yea old
ex-convict]; had left an ID document containing his photo at the counter.
Informants agree that these constructions are nevertheless excluded in spoken discourse. A proper account to the
dependency of acceptability judgments from text sorts could go aong the lines of Asher['93] and
L ascarides& Asher['93], where sentence meanings are not simply combined by means of function composition
but by certain rhetoricd relations. The inventary of the latter may differ in dfferent text sorts. However, these
questions go far beyond the scope of this dissertation.
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inferencerule like the present speaker usually vsits Jewish weddings. The fad that this
implicatureis triggered by the rabbiif the sentence is uttered out of the blue is irrelevant here.
If badkward chaining were avail able as a structural option, the entire sentence should not have
any presuppasition d thiskind at all. That the repair mechanisms we use in actual conversation
do use badkward chaining is a different story and daes not necessarily matter for structural
semantics.

Ancther argument quaed in favour of badkward chaining (cf. Clark['74]) concerns
examples similar to the front-left-hub-cap example discussed above.

(90) a. Ich betrat den Raum. Zuerst ziindete ich schnell die Kronleuchter an.
| walked-into the room. First lighted | quickly the chandeliers up
'l walked into the room. First | lighted up the CHANdeliers'
b. Ich betrat den Raum’Zuerst ziindete ich die Kronleuchter schnell an.
| walked-into the room. First lighted | quickly the chandeliers up
'l walked into the room. First | lighted UP the chandeliers'

Here we have to infer from the room to a plausible part of it, namely the dhandiers. This
canna be dore straightforwardly by means of forward chaining. But since in the German
example the objed die Kronleuchter isnat scrambled, it is not anaphoric in the technical sense;
and that we need additional medanisms to acourt for the mntext dependency of referential
definiteswas aready mentioned above. Maybe this is the proper placefor badkward chaining
bridging.

Nevertheless there ae caesin which adefinite description that is unequivocally a Topic
seems to require backward chaining.

(91) Ich betrat einen Raum. Ich sah, daf3 die Kerzen schon brannten
that the candles already burned
'l walked into a room. | saw the candles already burning.’

According to my intuitions, this discourse, athoughit is accetable & it stands, improves
remarkably if youreplacethe andes by the andesthere. A possble explanation d the pattern
in (91) could run along the following lines:

a) The objed the candes contains a silent modifier there (either by means of Lobrer's
reinterpretation or as a syntactically present empty cat&yory

%Similarly, non-Topics may be scrambled becaise of the presence of a silent possessve modifier, as
in:
i)  Vorige Woche habe ich mir ein Auto gekauft. Heute ist der Motor (des Autos) schon kaputtgegangen.
Last week | bought a car. Today already the motoy{bé car) stopped working.
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b) This local expression is a Topic.
C) The DPthe candles [thereds a whole is not a Topic.
d) The embedded Topic [there] induces £rambling of the entire DP by means of a kind of

pied-piping.

If the basic ideaof this argumentation is corred, we may conclude that badkward chainingis
only involved in connection with referential definites.

Althoughthis discusson leares more questions open than it answers, | hope that | have
shown that the assumption: "Bridging toanaphoric definites can be done by means of forward
chaining only" is defensible.



Chapter Four:
Indefinite Topics

4.1 Partitive Readings
4.1.1 Enc's Proposal

In the last chapter, it was claimed that there ae two readings of the definite aticle, and that
thesetwo readings are related to the presence vs. absence of the feature [+Topic]. This feature
corresponds to asemantic template that maps the definite article in its referential reading to the
determinemwith the anaphoric reading. Now, one might hypothesize that this feature/template
appliesto ather determiners as well. As far as the indefinite article is concerned, this is surely

the case. Actually, there ae anumber of recent works that predict the expected ambiguity of
theindefinite aticle, for instance Encg['91], van Deemter['92], and Hoekstra['92]. The common
integrator of these propocsals lies in the assumption that the discourse referent/file cad
introdwced by an indefinite DP, though novel, may be linked to a familiar one by means of set
inclusion. Let me illustrate this by an example.

(1) Several childreg,, came in. ... John knew a gjrl.

According to Eng, both indefinite DBesveral childreranda girl introduce their first index (i
and k respedively) as new file cads. But matters are different w.r.t. the seaondindex. The
index j of several childrenisnowd too, buta girl has i, i.e. a familiar index at the second place.
Smplifying her ideas ©mewhat, she assumes that the value of the first index has to be a subset
or dement of the value of the second one. Applied to our example, this represents the fact that
the girl isan dement of the set of children previoudy mentioned. Eng calls those indefinites that
have afamiliar index in the second place [+specific]. | wonder whether this terminology really
medsthe pant sncethereismuch more to say about specific indefinites than just that they are
interpreted pertitively. Nevertheless, Eng's [+/-specificity]-distinction is descriptively just what
we expect to arise from the [+/-Topic]-contrast.

Let me make this more precise. If we apply the Topic-template (2a) to the translation of
the indefinite article (2b), we get (2c) as translation of the [+Topic/-definite]-determiner.

(2) a [+Topic] ==> ADAR.D{*Ax.TOR{x}}
b. g, ==> APAQZd.P{*d} A Q{ d}
C-Lropedd  ==> ADARD{AXTOPPGH® APAQLd.P{rd) A Q{Ad))

= ARAQZAATOR{A} A Qfrd)

This is used in the translation of the second sentence of (1).

117
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(3) a.Johp knew [, aj] girl.
b. & i [iropic DI 0 ARAQZAA.TOR{"d} A Q{"d}
|
| girl ;2 NP 2 ax.tgirl' (")
| /
g, girl :: DP :: 2QZd. TOgirl' (d) A Q{"d}

I
| knew :: TV ZATAX.T{" Ay.tknow' ("X,"y)}

| /

knew g girl :: VP 2 ax.£d.TOtgirl' (d) A tknow'("x,d)
|

I

I

J

John, :: DP :: AP.THE,(fjohn' (d"))(P{"d'})
/
ohn. knew g girl :: S :: THE(tjohn'(d"))(d.TCtgirl' (d) A tknow'(d',d))

c. ct[THE,(1john' (d"))€d.TONgirl' (d) A Tknow'(d',d))], s w
= {<Du{d,d'},n+1,r'i[p,/a],v>| <D,n,r,i,v>e ctA
Ji[O<i<nA
r'=ru{<d,p,>,<d,p>} A
F@ohn')(v) = {a} A
i(p) € F(@irl" )(v) A
<a,i(n)> € F(know')(v)]}
d. [ITHE,(1john' (d")(€d.TOlgirl' (d) A Tknow'(d",d))l s = 1 iff
dJa[F(@ohn')(v) = {a} A
{a} x F(girl" )(w) n F(know")(w) = 9]
e. Ix3y[john' (x) A vz[john'(z) - x = z] A girl' (y) A know'(X,y)]

As can be seen from (3d,e), the truth conditions are not affected by the presence of the Topic-
feature.The sentenceis trueiff thereisagirl such that John knows it. But the context change
patentia isquite different from the counterpart without the Topic-feature. Let me illustrate this

by means of CRS-boxes.

(4)
d, d
pi ==> pi’ pn
d _’pi’ d'_)pn
girl" (p) girl’ (p)
john'(p,)
know'(p,, )
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The output of the updateisacontext containing a John-peg and a girl-peg, such that the former
"knows' the latter. But Since a girl is a Topic, it has to pick up a familiar peg. Accordingly, the
girl-peg hes alrealy to be present in the input, while the John-peg and the information about the
knowing-reationisadded bythe update. Thisisjust the same process that is performeddiyn
knew the girl too. But since the object is indefinite in (3), it is not excluded that there are many
girl-pegs in the input.

©)

d, d'

pi1 p] ==> pi’ H’ pn
d _’pi’ d'_)pn

girl’ (p) girl (p)

girl’ (o) girl’ ()
john'(p,)
know'(p;, P

Acoordingto the Gricean Quantity Maxim, you have to be as informative as possible. Since in
(4) bath the definite and the indefinite aticle is possible and the definite is more informative,
the indefinite aticle is pragmaticdly excluded if there is exadly one girl-peg in the inpu.
Hencethere hasto be more that one girl-peg in the input to felicitously utter (3a). This is just
thefirst part of Eng's prediction, namely that girl refers to an element of a set of contextually
saliententities. Note that we derived this without stipulating an else unmotivated second kind
of syntactic index.

But thisis only the first half of the story. Additionally, we have to facetwo problems.
Firstly, we have to clarify how the link is made between seveal children and a girl in the
example. Seandy, athoughthe partitive interpretation d a @mmon singuar indefinite is
rather marked, it is drongy preferred in the case of weak quantifiers where the NP complement
IS deaccented.

(6) Several children came in. ... TWO children were blond.
In this example, a non-partitive interpretatiortwbd childrenis even excluded.

To acourt for these observations formally, we have to enrich DITT in such a way that we
can translate plurals in a satisfactory way. This will be done in the next paragraph.
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4.1.2 Plural

We adopt the basic ideas of Link['83] here, but we use avery much smplified version. It is
assumedhat plural entities belong to the same type as singular ones, namely individuals. The
only modificaion we have to make is the designation d three onstants, the sortal predicaes

"sing' and 'plural”, and the sum operatoS".

Definition 1.1 Singular, Plural, and Sum Operator

Sing :def C<e,t>
plural =4 C'_ .

@ :def C<e,<e,e>>

The sum operation hes the well-known properties of commutativity, asociativity, and
idempotence. This is ensured by Meaning Postulates.

Definition 1.2 Properties ofP

MP.1: wxvy[OxPy = yPx] % Commutativy
MPz2: vxvyvz[d (xPy)Dz) = (B(yDz))] % Associativity
MP23: wx[O xPx = X] % ldempotence

Remembethat eat conjunct in the Meaning Postulates has to be prefixed with the necessity
operator to ensure that not only the model have the desired properties but the realistic contexts
too. It followsfrom these postulates that the extensiorffdfforms a join semilattice in every
possible world. The corresponding partial order is easily definable.

Definition 1.3 <
"a < b" abbreviates &b = b".

It is reasonable to assume that it is even the same semilatticein every world. (Suppase both
JohnandMary are rigid terms. Thadohn and Maryis surely rigid too.)

Definition 1.4 Rigidity of @
For every DITT-Modd 77 = <E, W, F, MP>, there is a two-place operation "+" in E such that:
vweW[F(D)(w) = +]

Anotherimportant property of the sum operation that is needed for the treatment of plurals is
the absence of an identity element.

Definition 1.5 Absence of an Identity Element
MPgd: vxvy[OX <y AOX#y - 3z[Oy +zAOy = xPz]]
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Thisformulationlooks more complicated than necessary at first glance, but it has an important
and cesirable consequence as soon as we look at realistic extensions. Suppose we have exactly
two pegs in our context, and the only thing that we know is that the one is a proper part of the
other. This situation is illustrated in the left-hand CRS.

(7
=-=>
P B Bi: B P
Pi< B P <B
P * B bR
P * P«
Do =1

Acoording to MP.4, this context is not realistic, since there is no petjfferent from psuch

that p®p, = p. Hence, we have to introduce such a peg to make the context realistic. To put it
another way round, we always have to introduce the algebraic complement into the context as
soonaswe know that two familiar pegs stand in a proper part-of-relation. That the complement

in fad hasto be available as a peg (but not as a discourse marker) is illustrated by the famous
marble-examples.

(8) a. Ilost ten marbles and found only nine of théfit is probably under the sofa.
b. I lost ten marbles and found only nine of them. The missing one is probably under
the sofa.

The tenth marble is avail able & a peg. Therefore the anapharic definite in (8b) is okay. The
pronounin (8a) is unaccetable, snce the newly created peg does not correspond to a discourse
marker.

The dharaderigtic properties of singular and plural entities are that they do not or do have
proper parts, respedively. As long as we do nd take mass terms into acourt, we may
additionally assume that every individual that has proper partsis a plural individual. Thisis
again reflected by Meaning Postulates.

Definition 1.6 Singular and Plural
MPg,., . VXvy[Osingx) AOY < X - Ox=Y]
MP ol vx[Oplural(x) - Iy[Oy=x Ay < X]]

plural—-
MPa2: vxvy[Ox#y - 3z[Oplural(z) A O xDy = z]]
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Notethat MP,,,,1 and MP,, ;2 again may involve the introduction of new pegs. Firstly, the peg
system of ead redistic context is closed under the sum operation. Secondy, suppcse that a

context contains a peg ghat is known to be plural, and that the same context does not contain
any peg p, that is known to be a proper part @flp this case, such alpas to be introduced to
makethe ntext redistic, and acording to MP.4, the complement to thas to be introduced

too. Let me briefly ill ustrate thiswith an example. | assume that bare plurals are indefinites with
silent articles. Additionally, | assume that the number-information d a DP is smanticdly

aways delivered by the determiner, while the number-information at the NP is a consequence
of syntactic agreement.

(9) a. There are{, G, children]
b. children ==>Ax.1child' ("x)
@, ==> APAQZd. P{"d} A plural(d) A Q{"d}
c. &d. tchild' (d) A plural(d)
d.

d

==> pi’ H’ pk
d-p

plural(p)
child' (p)
P # B

P P
pPp=n

The processng d the update in (9¢) invavestheintroduction of the discourse marker d together
with the peg p and the information that p, is a pluraity of children (I assume for the moment
that all predicates except sing and plural are both cumulative and dstributive). But sincethis
intermediate context contains the information that p, is a plura entity, MP,,,1 triggers the
introduction of ancther peg p that is a proper part of this group d children, and MP4
subsequently requiresthe introduction of the complement of modulo p, called g in the CRS.
These new pegsp, and  are now available as anchors for subsequently processed Topics
likea childin (10) in its partitive reading. For smplification, we make the assumption that there
are no child-pegs available in the input context yet.

(10) a. There are @children. [,,. A,] child is blond.
b. a, ==>APAQLd .P{"d'} A singd) A Q{"d"}
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c. £d. tchild' (d) A plural(d) A £d'.TOtchild' (d') A singd’) A tblond'(d")
d. ct[£d. fchild'(d) A plural(d) A £d".TOfchild' (d') A sing(d’) A tblond' (d")], s
={<Dufd,d},n+3,r[d/p,][d"/p].iA<p,,a><R.1,b><P.2C>}V> |
<D,n,r,i,v>€ ctA
a e F(plural)(w) A b+c=aA a e F(child")(w) A
[P = p,. A b e F(sing(w) A b e F(blond')(w) V
P =P A C e F(sing(w) A c e F(blond')(w)]}
provided that cfd".TOfchild' (d)], . is undefined.
e. 3Ix3y[child' (x) A plural(x) A y<x A singly) A blond'(y)]

The output context is underspecified w.r.t. the peg that is associated with the discourse marker
d' that is introduced by a child. It may be assgned either to p,,, or p,.,» Sincethese two pegs

have exadly the same properties. It is known that they are parts of the child-peg introduced by
the first sentence, and that their sum is just this child-peg, and ndhing else. Hence the
processing o& childinvolves a nondeterministic choice.

4.1.3 Weak Quantifiers
4.1.3.1 Syntax

Now let us turn to those @nstructions where the partitive reading is not only posshble but
strongly favoured: weak quantifiers with deaccented head noun.

(11) There are several children. ... THREE children are blond.

Firgt let me say afew words about the syntax of these constructions. Numerals like the cardinal
numbers or many, some etc. are usually treated as determiners, on a par envgry, mosetc. In

my view, this assumption shoud be recnsidered. Distributionally, numerals pattern more
closely with adjedives than with determiners. For instance they can be cmbined with the
definite article.

(12) a. the red books
b. the three books
c. 'the most books

In German, there is even morphological evidence that numerals are in fact adjectives. There is
a strong and a wed& infledional paradigm for adjedives in German, depending on the

determiner of the entire DP.

(13) a. die kleinen Kinder
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the little,,,, children
b. kleine Kinder

little g, n Children
If wesk determiners show overt infledion' (for example viele "many” or wenige "few"), they
follow the same paradigm as adjectives.

(14) a. die vielen Kinder
the many,,, children
b. viele Kinder
many,,, children

This leals to the conclusion that weak quantifiers are smply plural indefinites, just like bare
plurals. The numeral is an NP-adjunct like any attributive adjective.

(15)  [op [ D] [ne [ar three] [ children]]]
4.1.3.2 Semantics

As far as the semantics is concerned, | take aljedives (including numerals) to be smple
predicates.

(16) a. red ==>Ax.lred'(*x)
b. three ==>Ax.fthree'(*x)

The quantificational impad of numerals is ensured by Meaning Postulates. There ae two
Meaning Postulates for every cardinal number. I illustrate this with the ex#mgde

Definition 1.7 Three

MP, .. 1: vx[Othree'(x) - Jy3zaw[Osingy) A Osing(z) A Osingw) A O x = ybzPw
AOy#z Ay =w A Oz=w]]

MPy, 2 vXVYyvz[O singx) A O singy) Adsingz) A O Xx#y AOX#z A y#z -
three'(xPyDz)]

Actually, we shoud have abiconditional. A plural entity has the cardinality three if and only if
thereare threedistinct snguar entities such that their sum is the plural entity. But since only
Inference Rules are admitted as Meaning Postulates, we have to state the two implicaions
independently. Note that lexical decomposition of numerals likereewould not be equivalent.

! The cardinal numbers do not inflect at all.
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This would involve discourse markers for the aomic parts of the plural entity, which is not
supported by the facts. Hence Meaning Postulates are the only option.

Since both NPs and APs are taken to denote predicaes, the semantic operation
corresponding to adjunction canna be function applicaion, but has to be generdized
conjunction.

Definition 1.8 Attributive Modification
Syntax: NP, ==> AP, NB
Semantics: [NP,] = AX.[AP](x) A [NP,]J(x)
where [X] denotes the DITT-translation of X.

With these badgroundasaumptions, the eistentia, i.e. non-partitive reading daees not cause
major problems.

(17) a. Two CHILDren are in the garden.
b. two :: AP :: AX.1two'("X)

I

|  children :: NP ::Ax.fchild' (*x)

|/

two children :: NP :Ax.1two'("x) A fchild' (*x)

I

| G4 D  APAQLA.P{Md} A plural(d) A Q{"d}

|/

two children :: DP :21Q.£d.ftwo'(d) A fchild' (d) A plural(d) A Q{"d}
I

| areinthe garden :: VP Aix.tin_the_garden(*x)
|/
two children are in the garden :: S ::
£d.1two'(d) A tchild' (d) A plural(d) A tin_the_garden{(d)

c. ctf£d.ttwo'(d) A Tchild' (d) A plural(d) A Tin_the_garden{(d)], .,
= {<Du{d},n+3,r[d/p L.iu{<p,a><R.1b><P.C>}.V>|
<D,n,r,i,v>e ctA
{b,c} = F(sing(v) n F(child')(v) Ab+tc=a
a e F(in_the_garden)(v)}
d. ji&d.1two’ (d) A fchild’ (d) A plural(d) A tin_the_garden(d)|,,, = 1 iff
|F(child)(w) n F(sing(w) n F(in_the_garden)(w)| > 2
e. Ix3y[x+y A singx) A singy) A child' (xDy) A in_the_garden(x®y)]

Generalizing from the example (10), where the singuar indefinite Topic a child recaved a
partitive reading, we expect the same result with a plural indefinite Topic. The only difference
with resped to (17) is the fad that the trandation d the NP two children isin the scope of
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T

(18) a. There are @children. [, J,] Two children are in the garden.
b. £d.1child' (d) A plural(d) A £d'. TO(two'(d") A fchild' (d")) A
plural(d') A in_the_garden{(d’) (=A)
c. 1[A] = undefined

Surprisingly, the discourse in (18a) is predicted to be infélicitous as an ou-of-the-blue
utterance. In particular, the bare plura children in the first sentence is unable to licence the
partitive reading d two children. The upceteisonly defined if the input already contains at least
two snguar child-pegs. Presumably this effect becomes more obvious with the help of a CRS.
Supposeave start with the empty context and processthe first sentence of (18). As output, we
get the context that is represented in (19).

(19)
d

Po: P1, Pa
d"po
child' (py)
PPp, = py
plural(p,)
Po # Py

Po # P2

Besidesthe peg p, that is introduced explicitly by children, we have two other pegs that are

known to be proper parts of.(@hat is all we know about them. Now consider the update that
isdefined by the second sentence. Since the @-determiner is [+Topic], the information carried
by the NPtwo childrenhas to be presupposed. Hence every input where this update is defined
has to contain a plural peg carrying these properties.

(20)  [i1opic D4l Two children are in the garden.

pi ==>

child' (p)
two'(p,)
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dl

P
d-p,
child' (p)

two'(p)
in_the_garden{(p)

The context represented in (19) does not fulfill the requirements that (20) needs in order to be
processed since neither of the pegsin (19) is known to have the cadinality two. Hence a
presupposition failure results.

4.1.3.3 Intonation and Focus

Thefad that the partitive reading of (20) is predicted to be unavailable is not such a bad result
afterall. If the sentenceis uttered with urmarked intonation, i.e. with the nuclear stress at the

head nourchildren, a partitive reading is in fact impossible. This reading becomes marginally
possbleif the sentence is uttered with a hat contour, i.e. a rising prenuclear accéiitieanm

and a falling nwclea accent on garden. If the prenuclea accent is sifted badkward from
children to two, the partitiverealing is even strongly preferred (rising tones are indicated by "/"
and falling tones by "\" in the examples).

(21) a. There are many people all around. Two CHILDren \ are in the garden.

==> only existential reading, people and children disjoint

b. There are many people all around. Two CHILDren / are in the GARden \.
==> partitive reading

c. There are many children all around. Two CHILDren / are in the GARden \.
==> marginally acceptable in the partitive reading

d. There are many children all around. TWO / children are in the GARden \.
==> only partitive reading

Interestingly, the locdion d the prenuclea accent interads with the presuppasition d the
sentence If the head-nounis gressed as in (21b), the mntextually present superset must not
consistof children orly. If the numera is accented, it isjust the other way round It is most
importantto nae that partitivity of weak quantifiers isot tied to the stressing of the numeral
expressionsBoth (21b), where children, and (21d), where two is dressed, are accetablein a
partitive reading. This is in sharp contrast to what is usually assumed in the literature (cf.
Lobrer['90], Hoekstra['92], Jager['94]). On the other hand, there is an intonational pattern which
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partitive wedk quantifiers have to med, namely they must aways bea a prenuclea rising
acceit. Whether this accent is realized on the quantifying adjective or on the head noun makes
a difference in interpretation, but the partitivity as such is not affected.
Neverthelessconstructions like (21d) are the most clea-cut instances of partitive
indefinites, and lencewe gtart andyzingthem first. It is argued elsewhere (Jager['94, '95b]) that
bothaccetsin (21d) are exponents of a syntactic feature [+Focus]. The realization as a rising
or falling tone respedively refledsthe fad that the focus ontwo belongs to the Topic-part of the
sentencéliterally: it is c-commanded by a [+Topic]-determiner), while the VP-focus belongs
to the Comment (i.e. is not c-commanded by [+Topic]). | assume that the focus-assgnment
inside the Topic-part is optionaF. If there is no Topic-focus, the entire Topic-DP is deaccented.
If thefocusis present, it isredized asaprenuclea rising tone. The assignment of the Comment-
focus, on the other hand, is presumably obligatory, and isredized as a nuclea falling tone.
These assumptions are more or lessidenticd to the daims made in Krifka['92]. Applied to
(21d), we get this structure:

(22) [DP [D,+Topic Qd] [NP [AP,+FocustW0] [NP Children]]] [VP,+Focusare in the gardeﬁ]

These ssaimptions can sraightforwardly betied to the misprediction of a presupposition
failure in (21d). The dash arose since - acording to the semantics of Topic which we have
asumed urtil now - the first sentence introduces three dild-pegs, but only gives the
information that one of them is plural and that the sum of the second and the third equals the
first peg. The second sentence on the other hand, is wrondy claimed to presuppacse the
existence of a dild-peg with cardinality two. Focus dructure helps us to wedken this
presuppasition. Intuitively, only the nonfocused part of the Topic-DP is presuppased. In our
example,only the existenceof a dild-peg is required, and this condtion is met. The fact that
this peg hesthe cadinality two is part of the assertion of the sentence, not of its presupposition.
In a sense, the focus two has to be extraded ou of the scope of the presuppasitional operator
R

Sincethe semantics of focusin generd ishere of secondary interest, | leave the technical
details of the implementation to the gppendix and present only the result of the composition.
Following Krifka['92], | assume that the only semantic impad of the focus-fedure is the

In Jager[94, 95a,b], | claimed that the Topic-focus is obligatory, but this is surely wrong Compare
(21b) to (i):
i) [+7opic The] children are in the GARden \
There is a dea-cut intonational diff erence between the respedive subjeds. The most plausible explanation for
this observation is the aaumption that in (21c) the NP two children as a whole is focused, while there is no
focus on the subject in (i).

®Since the isaue does not matter here, | assume that the stresson garden is an exporent of a focus on
the entire VP without further argumentation.
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gructuring of meaning. (Similar ideas can be found in von Stechow['90] and Jacobs['91].) The
basic ideais rather smple. | try to explain it in anutshell. The interpretation d a nstituent
containing a focusis an ardered pair. Its oond element is the interpretation d the focused
congtituent itself (smply "focus' for shart). Thefirst element - sometimes called "background” -
Isa cetain function. It is charaderized by the fad that applying the focusto it yields just the
interpretation d the constituent withou focus. Let us apply this to the NP TWO. children. In

DITT, we write structured meaning in angeled brackets indexed with "F".

(23) a. [pp [ap twO] [yp children]] ==>Ax.ftwo'(*x) A Tchild' ("x)
b. [,p two]  ==> AX.1two0'("X)
C. [np [ap+rocustWO] [y children]] ==> < ATAX.T{*x} A fchild'(*x), AX.1two'(*x)>

Asa consequence of meaning structuring, we have separate access to the backgdrand

and the focus two, when the NP two children is smanticdly combined with the zeo-
determiner. Now there ae two ogions. The focus-badground structure may be transferred

further to the DP-node, or focus and background are combined at this stage in such a way that
the interpretation o the DP is an urstructured meaning. Generaly, only focus-sensitive
operators have accssto the parts of a structured meaning. Most prominent examples are
particleslike only or even. One of the crucial claims to be made in this chapter is the following:

(24) Topic is a focus-sensitive operator.

More thorougHy, we have to say that the Topic-template transforms ordinary determiners to
focus-senditive operators. The modified version of the template is again given in the appendix.
We may summarize it informally as follows:

(25) If the head of a DP is [+Topic], the interpretation of the DP
1) picks up a familiar peg,
i) presupposes the background of the NP, and
lii) asserts the focus of the NP.

In DITT, this modified semantics of the ORVO childrenooks as follows.

(26) [DP [D,+Topic Qd] [NP [AP,+FocustWO] [NP Children]]] ==>
2Q£d. TOichild' (d) A Ttwo' (d) A plural(d) A Q{Ad}

The only (but crucial) difference compared to the version without focus lies in the fact that the
conjunct"ftwo'(d)" is "moved" to the right in such a way that it is not in the scope of the
presuppositional operatof 1" any longer.

Thefocusonthe VP in TWO children are in the GARd&nnot at issue here; according
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to Krifka, it is bound byan ill ocutionary operator "asert". We simply ignare it. Now we ae
able to derive the meaning of the entire sentence.

(27) & [op [o+1opic Bal [ne [ap,+rocustWO] [yp Children]]] are in the garden ==>
&d. TOMchild' (d) A fitwo'(d) A plural(d) A Tin_the garden{(d)
b. ct[£d. TOtchild' (d) A 1two'(d) A plural(d) A fin_the_garden{(d)]
= {<D{d},n,r[d/p],i,v>| <D,n,r,i,v>e ctA
p € Pdom(ct)A
i(p) € F(child)(v) n F(plural)(v) A
[{al a= i(p) A a+i(p) = i(p)} = 2}
iff IpePdom(ctyy<D,n,r,i,w> ect: i(p)e F(child"), undefined else.
c. |¥&£d. TOfchild' (d) A ftwo'(d) A plural(d) A Tin_the_garden(d)|, = 1 iff
|F(child")(w) n F(sing n F(in_the_garden)(w)| > 2
d. 3Ix3y[x =y A singx) A singly) A child' (x®Py) A in_the_garden(x®y)]

g.s,w

The sentenceis only felicitous if there is at least one child-peg available in the context. Insofar
it differsfrom (17), which isthe same sentence without Topic and focus. Nevertheless the truth-
conditions are completely identical.

If the sentence is embedded into a linguistic context where children are mentioned, the
partitive reading is correctly predicted.

(28) a. There are @children playing.*[Topic J,] TWOx children are blond.
b. £d.tchild' (d) A plural(d) A Tplay’(d) A
£d'.TOtchild' (d) A ftwo'(d) A plural(d’) A tblond'(d") (=A)

C. 1Al sw={<{d,d},3,r,i,v>[ r(d) = p A
i(p,) € F(child")(v) n F(plural)(v) n F(play')(v) A
i(Po) = I(P)+i(P2) A i(Po) * i(Py) A i(Po) * i(P2) A
r(d) e P, A
i(r(d")) e F(child")(v) n F{two')(v)

d. |Alysw= 1 iff F(child")(w) n F(plural) n F(play')(v) » G A

|F(child")(w) n F(sing(w) n F(blond")(w)| > 2

Note that the discourse in (28) does not entail There are blond children paying. Hence the
partitive interpretation is not a matter of truth conditions. On the other hand, if the discourse is
uttered ou of the blue, the resulting context (given in (28c)) does entalil it. If there are no other
child-pegs available, the blond children mentioned in the second sentence have to be linked to
the playing children by means of the part-of-relation.

The treament of the instances of partitive weg quantifiers where the head nounis
stressed runs completely in pardlel fashion, once we assume that here the whole NP is in focus.
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(29) a. There are children all around. Two GIRLS / are in the GARden \.
b. [op [b,+7opic Dal [ne +FocustWO girls J] are in the garden
c. Zd.tchild' (d) A plural(d) A taround'(d) A
Ad' TO3IP.P(d)A fitwo'(d') A tgirl' (d') A Tin_the _garden{(d’) (=A)

d. Al sw={<{d,d},3,r,i,v>[ r(d) = g A
i(p,) € F(child")(v) n F(plural) n F@around')(v) A
i(Po) = 1(P)+i(P,) A i(Po) # 1(PL) A i(Pg) # P(P) A
r(d) e P, A
i(r(d")) e F(@irl" )(v) n Ftwo")(v)

€. |Algysw= 1 iff F(child")(w) n F(plural) n F(around')(v) = @ A

|[F@irl" )(w) n F(sing(w) n F(blond")(w)| > 2

The focus-structure ensures that the updete in the scope of the presuppasitional operator

("3P.P(d)") isjust the tautology. Hence, the only effect of the Topic-feature is the fact that the

peg linked to d' is a familiar one. No further restrictions are made.
4.1.4 Summary and Discussion

There are two descriptive generdizaions in conredion with the partitive reading(s) of wegk
guantifiers which a suitable explanation has to accomplish:

I If in a wea-quantifier-DP [y D [\p [ap @] NP]] the quantifying expresson "Q" is

exporent of aprenuclear rising accent, the antecedent which the partitive interpretation

relies on has the property defined by "NP".

Il If in aweak-quantifier-DP [p D [\ [2p Q] NP]] the head of "NP" isthe exporent of
such an acent, the antecedent which the partiti ve interpretation relies on must not be
known to have the property defined by "NP".

These points are illustrated by the following examples.

(30) a. (I have bought some books yesterday). THREE / books are on the SHELF \.
b. (I have bought some presents for you). Three BOOKS / are on the SHELF \.

In (30a) where threeis gressed, the superset falls under the descriptlmooks while in (30b),
where bodks beas the accet, the superset does nat only consist of books; at least it is nat
known to do so. This pattern is predicted by ou theory if we accet a further assuumption
concerning the syntax-phonology-interface:

A focus feature c-commanded by [+Topic] is realized prosodically as a rising tone.
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The esentials of our treament of partitive indefinites, in particular we&k quantifiers, can be
summarized as follows.

) A Topic-DP may contain a focus.
i) Topic is a focus-sensitive operator
1)) Indefinite Topics pick up a familiar peg.

Iv) This peg must satisfy the description corresponding to the background-part.

V) The dhaiceof this peg may be nondeterministic (and, according to the Gricean Quantity
Maxim, it even has to be so).

Vi) The information corresponding to the focus part is asserted.

vii)  Plural DPs that are not Topic introduce three novel pegs. one that is known to be
pluralic, and two proper parts of the first.

viii)  Plural [-Topic]-DPs thus provide the proper antecedents for indefinite Topics.,

It isof particular importance that the semantic counterpart of the focused item is asserted while
the norfocused materia in the Topic-DP is presupposed ((iv), (vi)). These assumptions explain
the pattern in (30).

There are threeresidual pointsto be discussed lriefly. First, our treament of partitive
wed quantifiers does not predict that the referent of the partitive phrasprigpa@r part of its
antecedent.

(31 A: There are some students at the party. TEN students are DANcing.
B: Actually, these ten are the only students here.

Althoughan interpretation as proper part is usually preferred, in spedal contexts an identity-
reading is possble. The implicature that we ae talking abou proper parts is presumably a
consequence of the oppasition with the definite aticle together with the Gricean Quantity
Maxim.

Semndy, one might wonder whether our approach is really all that different from Eng's
propcsa after all. Superficidly, there is a kind d trade-off between these options. Eng
complicates syntax in assuming that each DP bears two indices instead of one. This allows her
to kegp semantics rather smple. Werefrain from stipulating invisible information in the syntax,
but asa mnsequence, our semantics is pretty complex. But this picture is incomplete. En¢ (and
the same oljedions apply to van Deemter['92] and Hoekstra['92]) does not say a single word on
how the dhoice of the seaondindex is restricted. In ou approad, however, it is completely
determined bythe semantics of the Topic-DP at hand, what entities may serve as antecedents of
a partitive indefinite or an anapharic definite. Hence our approad is more restrictive, and the
empirical facts seem to favour it.

(32) There were [many PEOplg] \ in front of the wrapped Reichstag.
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[Twenty DUTCHmen], .. / sang a SONG \.
[Two muSicians] 4, / played the guiTAR \.

Enc¢'s propcsa admits that this discourse has areadingwheretwo musiciangs partitive totwenty
Dutchmen. Thisisindcaed bythefad that the sesmndindex oftwo musiciang"k") picks up the
first index of twenty Dutchmen. There is nathing in Eng's theory that excludes this indexing.
Nevertheless this reading is impossible. The only interpretation available is the one meere
musiciansis partitive to many people.This is predicted by our approach. Let me briefly explain
why. The first sentence introduces three novel pegs, the many-people-peg and two of its parts.
Twenty Dutchmen in the ssmndsentence picks up one of them and asserts that its interpretation
consists of twenty Dutchmen. But the choice of this peg is non-deterministic. In the context
adieved after the seamndsentence, there are possibilities where the first peg that is a part of the
many-people-peg is unified with twenty Dutchmerthere are possibilities where the second part
plays this role (the two part-of-many-people-pegs are semanticdly undstingushable but
neverthelessdistinct), and there ae even passbiliti es where the peg correspondng to many
peopleisequated with the peg correspondingtt@enty DutchmerHence there is no particular
peg in this context that is known to be a twenty-Dutchmen-peg. We know that there are twenty
Dutchmen, but we do nd know which pegisto beidentified with them. Accordingly, we are not
allowed to crede twenty singuar-Dutchman-pegs. The Meaning Postulates only give rise to
peg-generation if one and the same peg has a spedal property in every possbility. This
situation is not given here. Hence there ae no part-of-twenty-Dutchmen-pegs avail able and
ceteris paribus, two musicians can only pick up a part-of-many-people-peg. This property of
DITT seems to me to be a proper advantage over more syntax-oriented approaches.
Lastbu not least, the treatment of Topic-internal focus proposed here helps to explain
some datathat are prima faciecounterexamples to the assumption that anaphoric definites only
make use of forward chaining.

(33) Two men came in. The LARGE man wore a HAT \.

Thefirst sentence only provides the information that there are two men. Nothing is said about
their height. But acerding to the analysis proposed in the last chapter, the seand sentence
presuppcses that there is exactly one peg in its input context that is known to be a large man. If
we take focus into account, the presupposition becomes much weaker.

(34)  a. [i1opic Th& ] [irocuslarge ] man wore a hat.
b. THE, (TO tman'(d) A tlarge'(d))(twore_a_hat(d)) (=A)
C. ct[A] .= {<Du{d},n,r[d/p],i,v>| <D,n,r,i,v>€ ctA p e Pdom(ct)r
F(man’)(v) n Flarge’)(v) = {i(p)} A
I(p) € F(wore_a_hat)(v)}
iff v<D,n,r,i,v>¢e ct IpePdom(ct): i(p)e F(man')(v), undefined else.
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The sentence now only requires that there is at least one man-peg in the input context, and it
asrts g) that heislarge and wore a hat and b) that all man-pegs eventually present in the input
arenat large. Thisisin acordancewith intuitions. From (33) one can in fact infer that the other
man is not large. Hence the treament of Topic-internal focus leads to predictions that are
supported by the facts not only in connection with weak quantifiers but in other domains too.
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4.1.5 Appendix

DITT with Structured Meanings (DITTSM)

Definition Al: Types

TYPE,11sum IS the smallest set such that

)] Every type of DITT is a type of DITTSM (simply "type" henceforth).
i) If ©is atype of DITT, sm) is a type.

1)) If o andt are types, s,t> is a type.

Definition A2: Domains

)] If ©is atype of DITT, its domain is as under DITT

i) If ©is atype, Dom(sm() = U, . 1vpe (DOM(<o,t>) x Dom(<s¢>))

i) If o andr are types, Dom(<smj,t>) =, Dom(<c,7>) u Dom(t)P°mme)

Definition A3: Syntax of DITTSM

Exp(DITTSM) is the smallest set such that

)] If « is subject to the combinatory rules of DITd g Exp.
1)) If o € EXp,, .. andp e EXp,, < «,B> € EXpyq

iif) If & € EXp., .. andp € EXpype)r @(B) € EXPype

Iv) If & € EXPypeo - @NAP € EXp,, a(B) € EXPyne

V) If & € EXPegney> @aNAP € EXp,, a(B) € EXPp,

vi) If & € EXPyy "0 € EXPyyiesss)

vi)  If @ € EXPypcsssy @ € EXPypg

viii)  If a € EXpyyy @nd ve Var,, AV.a € EXpypc o)

IX) If & € EXPyny 14 € EXPyrup)

X) If ¥ € EXPynupy 1P € EXPnge

Xi) If & € EXpyyy @aNdP € EXp,, (¢=P), (B=a) € EXPypnup)
xi)  If ¢ € EXpynp ¥ € EXp,,,d e DM and ve VAR,

(ﬂ(b)’ (T(b)’ ((b/\llj)! (llj/\(b)! (C?d(b), (<>¢)7 (E|V(b), and @V(b) € EXpsm(up)
xii) If « € Exp, a € Exp(DITTSM).

Definition A4: Semantics of DITTSM

) If «is an expression of DITT, its interpretation is the same as under DITT.

i) I<¢ @, B> Sger <IAV.a(V)I, [1B]>,
i) If o € EXp,, .. and < B, v> € EXPy, 1 (<e B,v>) |
Zter [<AV.a(B(V)), v>|

iV) If <F OC1B> € EXpsm(<o,‘|:>) andY € EXpo’ ||<F o, B>(Y)” :def ||<F )“V'(OC(V)(Y))’ B>”a

V) If o € EXp<sm(o),r> andﬁ € EXpO, ||OC([5)|| def ||OC||(||[5||)

135
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Vi) IN<E 0, B> s I<e AV, B>
Vi) <g B> Zger I<e AV, B
vill) < 0,B> A Gl Zger [<e AV-(a(VIAD), B>
iX) A <p o, B> Sher [<e AV-(GAG(V)), B>

X) =<k &, B>] =4 I<e AV.(max(V)), B>|
Xi) 6.k o, B> Zger 1<k AV.(Ed.a(V)), B>
Xil)  13X<g &, B>] =Zger 1<p AV.(3X.(V)), B>]

Xiil) - [VX.<e @, B> Sger [<e AV.(VX.(V)), B>
Xiv) 1< 0, B>] Zger [<e AV.(Ta(V)), B>

XV)  U<e 0, B> Zger [<e AV.(La(V)), B>

XVi) <p @, B> = v Sger [<e AV-(a(V) = v), B>
XVil) -y = <, B> | Sgeq I<e AV.(v = a(V)), B>
xXvili) - [0<g a,B>] =ger [<¢ AV.(0(V)), B>

Definition A5: Extension of the Syntax of English
C ==> [+FocusC] - trand[+FocusC]) :def <F )“XX’ traniC) >

Definition A6: The Topic-Template, Revised Version
Let "top' be aDITTSM-congtant, tope Exp(<<s, det>,<sm(<s,pred>),<<s,pred>,up>>>>). For
every DITT-model?/ , sequence s, world w, and assignment g, it holds that:
) If P € EXPeg preg=@Nd De EXPyep
[top(D)(P) 5,60 = DI AXTIPHAY Iy s g
1)) If <g AX.B(X), F> € EXPyyycs prea=@Nd De EXPyey

[top(D)(< B, F>)y s g = 1D AX(TO3V.B(){Xx} A BCF)XXH} Iy s gw
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4.2 The Proportion Problem
4.2.1 Ambiguities in Donkey Sentences

In chapter two, we pretended that there ae dea-cut intuitions abou the interpretation d
donkey sentences, and that the only problem is the cmpostional derivation d this
interpretation. Thisis afresh overamplificaion. There ae & least two sources of ambiguity,
and in some caes, the predicted truth-condtions are plainly the wrong ores. Look at the
following example (from Strigin['85]).

(35) a. Every, woman who hasgehat wears jt
b. =(£d.twoman'(d) A £d'.That'(d") A thave'(d,d") A -Twear'(d,d"))
c. vxvy(woman'(x) A hat'(y) A have'(x,y) - twear'(x,y))

Our anadysis predicts the truth-condtions given in (35c). This roughly says that each hat-owning
woman weas every hat she owns. Thisis surely not the meaning of (35a). What we want is that
each hat-owning woman wearse of her hats.

The fundamental mistake we did in the treatment odverylies in the fact that we defined
it in terms of dynamic existential quantification and dynamic negation. Chierchia['92] proposes
that instead we should take the corresponding static Generalized Quantifier as starting point.

Definition 2.1 Staticevery'

Letevery' be a DITT-constant of type <<e,t>,<<e,t>t>>

For each <e,t>-expressions P and Q, it holds that:
levery'(P,Q) = 1 iff {e|IPI(e) =1} = {e|IQI(e) =1}

(36) Every, man is mortal.

To make the dynamic properties correspondng to man andis mortalin (36) applicable, we have
to transform them into static predicates.

(37) a. *ax.tman'(*x) % dynamic property
b. AAx. tman'("x){"y} % update
= fman'(y)
c. ltman'(y) (=man'(y)) % static formula
d. Ay.man'(y) % static predicate
e. APAy.IP{"y} % template

The meaning of the English determimeeryis now easily derivable.
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Definition 2.2 every
every, ==> APAQ.fevery'(Ay.l£d.d=y A P{"d})(Ay.1Ed.d=y A P{"d}A Q{"d})

(38) a. Every,woman who hasgahat wears jt

b. APAQ.Tevery'(Ay.l&d.d=y A P{"d})(Ay.l£d.d=y A P{"d}A Q{"d})
(“Ax.twoman'(*x) A £d'. that'(d') A thave'("x,d"))("Ax. twear'(*x,d"))
= fevery'(Ay.l&d.d=y A twoman'(d) A £d'. that'(d") A thave'(d,d"))
(Ay. 1&d.d=y A Ax.twoman'("x) A £d'. that'(d") A Thave'("x,d")("d)\ twear'(d,d"))
=A)

C. ct[A]g’S’W: {<D,n,r,i,v>| <D,n,r,i,v>€ CtA

{a] ac F(woman')(v) A {a} x F(hat')(v) n F(have'(v) &}

c {a] a F(woman')(v) A {a} x F(hat')(v) n F(have’)(v) n F(wear')(v) » @}}

d. vx[woman'(x) A 3y[hat'(y) A have'(x,y)] -3y[hat'(y) A have'(x,y) A wear'(x,y)]]

The truth-condtions are Every womanthat has a hat wears one of her hathis is just what we
expect.Thistreament has the alditiona advantage that it is straightforwardly extrapolable to
other Generalized Quantifiers likeost, fewetc.

Definition 2.3 most
) Let most' be a DITT-constant of type <<e,t>,<<e,t>t>>

For each <e,t>-expressions P and Q, it holds that:

Imost'(P,Q) = 1 iff {alIPI(a) =1A |QI(a) = 0}| < {alPl = 1A |QIl(a) =1}|
i) most ==> APAQ.Tmost'(Ay.l£d.d=y A P{Ad})(Ay.1Ed.d=y A P{"d}A Q{"d})

Nevertheless, this treatment does not cover all cases.
(39) Most persons that use a windows application have difficulties with it.

The semantics ofostgiven above predicts that the sentence mbhst windows-users have
diffi culties with ore of their programs, yet the intended interpretation is Most windows-users
havedifficulties with all their programsThis reading is sometimes called the "strong" reading
in contrast to the "we&" one described abowve. This reading can be described by necessitating
the matrix of the dynamic generalized quantification.

Fact 2.1Weak and Strong Readings

Let D be agtatic Generdized Quantifier (Type <<e,t>,<<e,t>,t>>). Then B the translation of
the corresponding determiner in its weak afdrDts strong reading.

i) Dy =4t APAQ.ID(AY.1ED.d=y A TP{Ad})(Ay.£d.d=y A P{"d} A Q{"d})

ii) D, =4 APAQ.ID(Ay.I&d.d=y A 1P{"d})(Ay.£d.d=y A P{"d} A OQ{"d})
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The question which o these readingsis enforced in a given construction and a given context
depends on a lot of fadors, includng monaonicity of the quantifier, focus dructure,
encyclopedic knowledge etc. Topic-Comment-articulation has an influence too, but it is by no
means dominant. Therefore this is not the proper place to investigate the issue any further.

Things are different as on as we turn to condtional donkey sentences. They are
ambiguous too, athoughin a different sense than donley sentences involving adnamina
quantification. If the antecadenceof the conditional contains a transitive verb and two indefinite
arguments, there ae even three different readings. This ambiguity is usualy cdled the
proportion problem in the literature (the term is due to Kadmon['87], but the fact was to my
knowledge firstly nated in Parted'84, p.282 fn. 12]). The usually most prominent reading is the
subject-asymmetricone.

(40) If a woman has a HAT, she wears it

In its most obvious reading, the sentenceis synonymous to (35), i.e. it clams that ead hat-
owning woman wears one of her hats.

(42) If an ITAlian has made a pizza, he has put twenty different spices on it.

Suppacse commercialy sold Italian pizzas are made by atean of Italians, but only the bossis
allowed to pu the spices onit. Although uner the analysis given in chapter two, this case
shouldfalsify (41) (provided that makea piza is distributive here), it doesn't. Thisreading is
cdled object-asymmetric, since we asymmetrically quantify over pizzas instead of Italians or
Italian-pizza-pairs.

Findly, thereisarealing where we quantify over instances of the subject and the object
simultaneously. It is called tleymmetric reading.

(42) If a man OWNS a car, he has to pay taxes for it.

In the most prominent reading, (42) says that every car-owner has to pay for each of his cars.
In chapter two, we reduced if-condtionalsto dyramic negation and dynamic conjunction.

This analysis only acourts for the symmetric reading. But besides this, there is again a till

more fundamental shortcoming d this analysis. Lewiq['75] nates that plainly any attempt to

explain if-condtionals by means of some kind d implicéionis doamed to fallure, if we take

conditionals containing adverbs of quantification into account.

(43) {always, usually, sometimes, mostly, ...3f ¢

If we analyze thé&-conditional as implications, we only get reasonable truth-conditions in the
case of always. If the sentenceis modified by sometimes, conjunction seansto be the mrred
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relation between the antecedence and the consequence, but neither implication nor conjunction
acourt for the interpretation d the sentences withusuallyor mostly Generally, it is impossible
to analyze the if-condtional as one propasitional constituent if we am at compasitionality.
Lewis instead propases to trea adverbs of quantificaion as two-place operators and the
antecalence and the wnsequence of the cndtional as the respedive aguments. Bare
condtionals, i.e. those lacking a quantificational adverb, are not the basic cases any longer but
rather acddental constructions now. They shoud be anayzed "as if" they were modified by
always

Althoughthis move provides afundamental insgght into the nature of conditionals, it does
nat offer asolution to the proportion problemmer se The claim that conditionals are somehow
quentificationa structuresdoes nat tell us what to quantify over. Lewis himself makes two very
influential proposals that in some sense form the basis both for DRT and FCS:

) Indefinites are to be translated as open formulae containing a free variable, and
i) adverbs of quantification quantify over (partial) assignment functions.

Let me illustrate this by an example.

(44) a. Mostly, if a linguist goes to a party, he enjoys it
b. most, [linguist' (x) A party’ (y) A goes_to(x,y)] [enjoys'(X,y)]
c. most({g|g(x) is a linguist and g(y) is a party and g(x) goes to g(y)})
({g13h: g< h A h(x) enjoys h(y)})

Both the atecadence and the ansequence of the condtiona are trandated as open formulag
wherethe indefinites as well as the pronouns provide free variables. These open formulae each
define aset of partial assgnment functions that a) verify the respedive formula and b are
minimal in the sense that they do nd assgn values to variables nat occurring freein the
formula.Mostly is interpreted as a Generali zed Quantifier taking these two sets as arguments.
Superficialy, most therefore binds unseledively al variables occurring freein its arguments.
Therefore this treatment is usually calletselective-binding approach

Unfortunatdly, thisacounts only for the symmetric reading of donkey conditionals, just
as our previous analysis did. There is a huge anourt of proposals suggesting hav this
shartcoming d the unseledive-binding-approach can be overcome. Basically, two strategies are
possible Either we have to refine it in such away that not every free variable is bound by the
adverb. Let me call this thselective-binding approach As a second option, we may assume
that adverbs of quantification do no quantify over assgnment functions at all but over situations
(whatever this might be). | call it tretuation-based approach In the following paragraphs,
we will briefly present a representative of ead strategy. Finaly, it will be shown that DITT
lends itself quite naturally to a synthesis of these two proposals.
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4.2.2 A Situation-based Approach: Berman['87]

Berman['87] givesas his garting pant an example where the unselective-binding approach goes
terribly wrong.

(45) a. Usually, if a letter arrives for me, | am at home.
b. most [letter' (x) A arrives_for' (x,I')] [at_home{(I')]

Simplifying somewhat, we assume that usually is synonymous to mostly. Now suppase there

were just one occasion when | missed the postman, but thiswas just the day when 100l etters
arrived.On the 50 aher days when aways only ore letter arrived, | was at home. Intuitively,

the sentenceistrue in this setup, but under unselective binding, it is predicted to be false, since
100l ettersreadied me when | wasout and orly 50 when | was at home. The first mistake of the
formalizationin (45b) is the fact that the points in time when a letter arrived and | was or was
not at home are not taken into account. This can easily be incorporated.

(46) most,, [letter' (x) A arrives_for' (x,I',t)] [at_home{(I' )]

Now we quantify over letter-time pairs. But since there is exadly ore time for ead letter
arrived when it arrived, the predicted truth-condtions are exactly the same as before. Especially,
there ae 100l etter-time-pairs such that | was not at home at this time, corresponding to the 100
lettersarriving at once. But intuitively, these 100 letters should count only once as an element
of the set we quantify over. On an intuitive level, we quantify over occasions where at least one
letter arrived, no matter whether there were other |etters that arrived simultaneoudy. Berman
identifies these "occasions" with situations in the sense of (an earlier version of) Kratzer['89a].
We canna gointo technical detail here, but we only give the basic ideas of this theory.
Accordingto Kratzer, situations instead of possible worlds are the basic entities interpretation
relieson. Stuationsare ontologically primitive entities. They are partially ordered by means of
akind d incluson relation. For instance, a minimal situation charaderized by the sentence It
rainsisaproper part of a situation to be described liyrains and | am wetThere are maximal
elements of this partial ordering. These maximal elements correspondto passhle worlds in
traditional semantics, i.e. they contain total information abou the state of the world.
Acoordingly, nonmaximal situations can be thought of as parts of the world. Natural language
sentences still denote propositions, but propositions are thought of as sets of situations here.
Since a) a proposition is a set of situations and b) situations are partially ordered, every
propasition contains a subset of minimal situations. This might be asingleton set, but it need
not. According to Berman, adverbs of quantificaion quantify over minimal situations. Take
(459). The antecadence, a letter arrivesfor me, defines a set of situations, those situations where
it is true that at some time, some letter arrives for me. The antecalence together with the
consequence defines anather set, Stuations where it is true that at some time some letter reaches
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me and | am at home. The latter set is a subset of the former.

The set of situations where some letter reatied me & some time @ntains a subset of
minima elements. This subset serves asrestriction of the quantifier. Now there are two extreme
options. There is a situation where | received 100 letters at the same time. Either this situation
contains 100 arts where | receved ore letter ead, or the 100l etter-situation is, so to spedk,
compad in that it does not contain proper parts that are letter-arriving-situations. In the first
case, those truth-condtions result that were predicted by urseledive binding (i.e. (459) is
predicted to be false in the described situation), in the second case the sentence @mes out as
true. | give a semiformal formulation here:

(47) Usually, if a letter arrives for me, | am at homsdrue in situation s iff
MOST( {S'| S'< SA a letter arrives for mes true in SA
-3s"[a letter arrives for mes true in s'A s"<s']})
({s'| s'< sA a letter arrives for mes true in SA
-3s"[a letter arrives for més true in s'A s"<S'| A
Js™[s'< s™< sA a letter arrives for me and | am at honsdrue in s™]})

In prose: Most parts of the evaluation stuation where aletter arrived for me and that are
minimal in thisresped can be extended to another part of the evaluation situation where a letter
reaches me at home.

This propasal has the major advantage that the intuitively corred truth-condtions are
predicted to be posshle. But this is its magjor disadvantage & the same time. What truth-
condtions a condtional adualy possesss depends completely on the nature of the ordering
relation ower stuations. Hence donkey-conditionals are not predicted to be ambiguous but to be
extraordinarily vague. This goes against intuition (at least against my own intuition). Consider
an instance of an object-asymmetric reading.

(48) If a PAINter lives in a village, it is usually pretty. (Kadmon['90])

Inits preferred reading, it clamsthat most villages that are the residence of a painter are pretty.
To derivethis reading, Berman has to assume that twenty painters living in a particular village
condtitutes a somehow compad Stuationthat canna be split into twenty one-painter-living-in-a-

vill age-gtuations. On the other hand, if we stressvillage the subject-asymmetric reading results,
and here we haveto allow for such apartition. It is unclear how this can be done within one and
the same model.

4.2.3 Selective Binding: Chierchia['92]

Anotheroljedion concerns the lingustic status of the proportion-ambiguities. Which reading
aparticular dorkey-conditional receives is linguistically much more determined than Berman's
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propcsa leads us to expect. It was already noted by Kratzer['89b] that donkey conditionals are
not as ambiguous as one might exped at first glance. The English language is a little misleading
here, but in German, the different readings are syntactically distinguished to a great extent. Let
ustake the German translations of the three examples we used above to illustrate the different
readings.

(49) a. Wenn eine Frau (stolz) einen Hut besitzt, tragt sie ihn.
If a woman (proudly) a hat owns, wears she it
'If a woman (proudly) owns a hat, she wears it' : subject-asymmetric
b. Wenn eine Pizza (wirklich) ein Italiener gemacht hat, hat er zwanzig Gewirze
If a pizza. (really) an Italiagy,, made has, has he twenty spices
hinzugegeben
put-on-it
'If (really) an ITALian made a pizza, he has put twenty spices on it' : object-asym.
c. Wenn ein Mann ein Auto (legal) besitzt, mul3 er Steuern daftir bezahlen.
If a man a car (legally) owns, must he taxes for-it pay
'If a man (legally) owns a car, he has to pay taxes for it." : symmetric

The generdization to be made is pretty obvious: If the subject is scrambled (i.e. [+Topic]), the
subject-asymmetriceading results, scrambling o the objed forces the objed-asymmetric
reading,and scrambling d both arguments results in a symmetric reading. Descriptively, the
adverb of quantification guantifies over the Topics of the antecalent only, not over any
indefinite there. Kratzer, elaborating onthe work of Diesing['88], tries to implement this
interdependencketween scrambling and selective binding directly into the syntax-semantics-
interface but this leals to serious difficulties as sonas we try to extrapolate the analysis to
English. She therefore has to assume LF-scrambling in English, and it remains unclea how
these constructions have to be dedt with in nonconfigurational languages. | doult if the
drategy o extrgpdatingidiosyncratic properties of one particular language to the LF-syntax of
any language does redly lead to new insights concerning the relation between syntax and
semantics. We have to argue on a more astrad level if we am at a general solution.
Chierchia['92] is much more modest here. He asumes - as we did - that there is a syntadic
fedure [+T](opic) that determines whether an indefinite is accessible for quantification or not.
Sincehe does nat investigate the peculiarities of German syntax, he does not explicitly state a
relation between topicdity and scrambling, but most likely he would agree with our assumption
that [+Topic] triggers srambling (and in fad, his work did - among dhers - inspire this
assumption). This drategy hes the alvantage that we can leave it to language-spedfic
investigations how this feature realizes in syntax.

The main shartcoming d the unselective-binding-approach is the fact that the adverb, so
to spe&k, sometimes binds too many variables. Chierchia is confronted with the oppdasite
problem. He uses a framework cdled "Dynamic Type Theory", which is an independently
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developed variant of G&S's DMG. In this framework, indefinites are assumed to be interpreted
as existential quantifiers. | again ill ustrate this by an example. Since DITT shares all feaures

relevant here with Chierchids Dynamic Type Theory, | use a DITT-formalizaion for
convenience. For ease of exposition, Chierchia's proposal is also simplified somewhat, but the
basic idea remains unchanged.

(50) a. Always, if amap is old, it is useless.
b. always' [£d. tmap'(d) A fold'(d)] [fuselesqd)]

If we asume that always shoud be analyzed as a kind d quantifier, it has to bind some free
variable, but there is none in the arguments. It is just the function of the (semantic counterpart
of the) Topic-feaure to provide these variables. Chierchia alopts an idea brought up by
Dekker['90], so-calledexistential disclosure The idea quite simple: the discourse markers we
want to quantify over (those that are introduced by a Topic) are equated with a free static
variable, and the quantifier unseledively binds any free variable made accesble by this

process To providethat this variable is also available in the second argument of the quantifier,
the seaond argument is assimed to be the awnjunction d the trandation d antecedence and
consequence. If we assume thamhanin (49a) is a Topic, the formalization is roughly:

(51) always', [£d. Tmap'(d) A d=x A fold'(d)]
[£d. Tmap'(d) A d=x A Told'(d) A tuselesqd)]

This turns out to be equivalent to
(52) always', [Tmap'(x) A Told'(x)] [Tuselesgx)]

Up to this paint, there is no dfference to urseledive binding. The picture danges if we
consider proper donkey sentences.

(53) a. Usually, if [+ 8] farmer owns gdonkey, hgbeats i}
b. most, [£d.tfarmer’ (d) A d = xA £d".fdonkey'(d") A fowns'(d,d")]
[£d.1farmer' (d) A d = xA £d'.1donkey'(d") A Towns'(d,d) A Tbeats(d,d")]
c. most', [ffarmer' (x) A Jy(tdonkey'(y) A Towns'(x,y))]
dJy[ tfarmer’ (x) A fdonkey'(y) A towns'(x,y) A theats(x,y)]
(subject-asymmetric reading)

(54)

o

Usually, if g farmer owns [; g,] donkey, hgbeats i}

b. most, [£d.ifarmer’ (d) A £d'.1donkey'(d’) A d' =y A Towns'(d,d")]
[£d.1farmer' (d) A £d".fdonkey'(d") A d' = yA Towns'(d,d") A Tbeats(d,d")]

c. most, [1donkey'(y) A Ix(1farmer' (x) A Towns'(x,y))]
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Ix[ tdonkey'(y) A tfarmer' (x) A fowns'(x,y) A theats(x,y)]
(object-asymmetric reading)

(55) a. Usually, if [,; 8, farmer owns [; g,] donkey, hg beats it
b. most,, , [£d.1farmer’ (d) A d=xA £d'.fdonkey'(d’) A d' =y A Towns'(d,d")]
[£d.tfarmer' (d) A d=x A £d'.1donkey'(d") A d' = yA towns'(d,d") A Tbeats(d,d")]
c. most,, , [ffarmer' (x) A 1donkey'(y) A fowns'(x,y))] [1beats(x,y)]
(symmetric reading)

Depending onwhich argument is marked as Topic, the respedive b-readings result, ead of
which in turn is equivalent to the formula in (c).

Thisapproad is also able to deal with the letter-example discussed above that provided
the motivation for Berman's proposal, if we make one additional assumption. The example is
repeated for convenience.

(56) Usually, if a letter arrives for me, | am at home.

If wewoud andyzea letter in (55) as Topic, the wrong reading with quantification over letters
results’. Aswe know, we have to quentify over something like occasions instead. Chierchia only
says that verbs have "Davidsonian” occasonarguments that a) are bound bya dynamic
existential quantifier and b) can be selected as Topics.

| think that this can be made more predse. Since Parted'84), it is a widely hdd
observation that tense behaves like aDP in many resped. Nevertheless its concrete status is
somewhat unclea. On the one hand, tense can serve a antecedent for subsequent temporal
anaphordike then. On the other hand, tense itself often behaves anaphorically, yet in another
sense than pronominal anaphors.

(57) a.John wentin. He opened the window.

The referencetime of the second sentenceimmediately foll ows the referencetime of the first

one, but they are nat identical. This kind of dependency - | would like to claim - is just another
instance of bridging. Hence it shodd be analyzed in parale. This implies @ that tense
introducesnew discourse antities like definite and indefinite descriptions do, and b that
anaphorianstances of tense shoud be anayzed as Topics, similar to anapharic definites and
partitive indefinites. That verbal predicaes are relativized to a temporal parameter is a safe
assumption. Hence the formalization of (55) should look as follows.

“This reading is, by the way, possible if we stress the aives
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(58) a. most', [£d. ttense(d) A d=tA £d'.Mletter' (d') A farrives'(d', I',d)]°
[£d. tense(d) A d=tA £d'.tletter' (d') A tarrives'(d', I' ,d) A tat_home(I' ,d)]
b. most|, [1tense(t) A Ix(Mletter' (x) A tarrives'(x, I',t))]
dx[ ftense(t) A tletter' (x) A ftarrives'(x, I' ,t) A fat_home(l',t)]

If | recave 100letters at once, thereisonly ore time slice when this happens. Since we quantify
over time dices here, the sentenceis corredly predicted to be true in the example situation
described above.

Thisisnat the placeto dscuss eventual empirical mispredictions of Chierchia's proposal
to solve the propation poblem. As far as | can seg it is clealy the best one that is on the
marketat present time. Nevertheless it is smehow unsatisfadory from a conceptua point of
view. The cdegory "Topic" remains totally urrelated to al the phenomena discussed in the
precedingchapters or other empiricd domains. Therefore in the next paragraph, an attempt is
made to incorporate this propasal into ou general theory of topicality. It provides in some sense
a synthesis of Berman's situation-based and Chierchia’s selective-binding-approach.

4.2.4 A Synthesis: Proportions in DITT

We alopt the basic ideaof Chierchia's proposal, namely that adverbs of quantification quantify
over instances of the Topic(s) of the antecedent. But technicdly, we have to chocse another
drategy Snceow Topic-template @it was defined above does not provide free variables of any
kind. Instead of pursuing the more syntax-oriented approach used by Chierchia (syntax of the
logcd languege), we follow Berman in quantifying over model-theoretic entities. According to
him, quantificaion takes minimal Stuations as arguments. There is a straightforward counterpart
to stuations in the ontology wsed in DITT, namely posshilities’. Absolutely minimal
possibilities are those containing neither discourse markers nor pegs.

Definition 2.4 Absolutely Minimal Possibilities
A possibility k is absolutely minimal iff there is a worldesV, such that:
k =<@,0,98,9,w>

Please note that "1", the state of complete ignarance, is just the set of all absolutely minimal
posshiliti es. Each minimal possibility defines a certain context, namely its singleton set. These
contexts are, so to speak, maxi-minimal in that they contain complete factual knowledge about

*The actual descriptive mntent of tense morphemes is a highly complicated matter that | cannat pursue
here. To get an impression of the complexity of the issue, see Lascarides & Asher['93].

®Of course the philosophicd badkgroundis completely different. Firstly, DITT uses a possble-world
semantics, whileworlds are derived entities in Kratzer's situation-based approach. Secondly, situations are intended
to be realistic entities, while DITT-possibilities are to be interpreted epistemically.
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the world bu complete ignaance dou discourse entities like discourse markers and pegs.
Accordingly, sentences containing anaphars or Topics are not defined in such a mntext. This
leads usto ardativized ndion of minimality. Roughly, a possibility is minimal w.r.t. an update
if the update is defined in the singleton context correspondng to the possibility, and there are
no parts of the posshility that fulfill this requirement. Let us take an example. Consider the
sentences A firemen is altruistic. For some reasons, this sentence is only acceptable if the subject
Is interpreted spedficdly, i.e. if it is a Topic (ignaing the generic reading). Hence the
correspondingupdkte is only defined in contexts that contain at least one fireman-peg. A
possbility is minimal w.r.t. this update if it contains just exadly ore fireman-peg and no
discourse markers. To make this idea precise, we first need some auxiliary definitions.

Definition 2.5 Minimality
) Let P be a set of possibilities (that need not constitute a context).
MIN(P) = {k|k e PAVI[I e PA I < k- I=K]}
1)) Let ¢ be an update. Ifgrecondition is the set of contexts whegeis defined.
PC®,9,5,W) 3¢ {ct| ct[¢], s is defined}
lii)  Let¢ be atype-up formula. The set of possibilitieismimal w.r.t. ¢ is defined as
follows:
MIN(d,9) =, {k|v<s,w>e compl(k): {k} € MIN(PC(,9,s,w))}
Iv)  Let¢ be atype-up formula and | a possibility.
MIN(,1,9) =4 {K| k € MIN($,g) A compl(l) = compl(k)}

In iv), minimality is additionally relativized to a particular possblitiy, something like the
counterparbf Bermans evaluation situation. Now we can give the set of possibilities minimal
w.r.t. A fireman is altruistic

(59)  a. [iropic Ag ] fireman is altruistic.
b. £d. TOffireman' (d) A altruistic' (d)
c. ctf£d. TOffireman' (d) A altruistic' (d)], s, =
{<D u{d},n,r[d/p],i,v>| <D,n,r,i,v>e ct A p e Pdom(ct)A i(p) € F(altruistic' )(v)}
iff v<D,n,r',i',v’>e ct: i'(p) € F(fireman')(v'), undefined else
d. PC(¢d. TOffireman' (d) A altruistic' (d)),g,s,w) =
{ct| 3p € Pdom(ct)v<D,n,r,i,v> € ct: i(p) € F(fireman')(v)}
e. MIN((£d. TOtfireman' (d) A altruistic' (d)),g) =
{<92,1,0 {<py,,a>},w>| ac F(fireman')(w)}
f. MIN((£d. TOtfireman'(d) A altruistic' (d)),l,g) =
{<2,1,8 {<py,a>},w>Wdom({l}) = {w} A ace F(fireman")(w)}

Note that the sets of posghiliti es given in (59) and (f) ead constitute a ©ntext. The context
given in (59f) is particularly interesting. It contains exadly as many passbiliti es as there ae
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firemen in the respective world of evaluation.

Fact 2.1
Let a possibility | = <D,n,r,i,w> be given. Then it holds that
IMIN((£d. TOtfireman' (d) A altruistic' (d)),l,g)| = |Flireman')(w)|

This observation can be generalized. The set of posshbiliti es minimal w.r.t. an updite and a
posshility of evaluation dways has the same cardinality as the set of instances of the Topic-part
of the update.

Fact 2.2
Let aposshility | = <D,nr,i,w>, adiscourse marker d, and a predicate P be given. Then it holds
for all sequences s such that«°s that:

IMIN((d.TOIP()),1,9)] = [Plys |

Suppose (59a) is the antecedence of a conditional.
(60) Usually, if a fireman is altruistic, he saves lives.

Intuitively, the sentenceis true in a world if most individuals that are altruistic firemen in that
world save lives in that world. If we update the mntext given in (59f) (that has the same
cadinality asthe set of firemen) with the static closure of the antecedence, we get a context that
Is isomorphic to the set of altruistic firemen.

Fact 2.3
Let aposshility | = <D,n,r,i,w> begiven. Then it holds for all sequences s such that Sithat:
IMIN((£d. TOtfireman' (d) A altruistic' (d)),l,g)[11(£d. TOtfireman' (d) A altruistic' (d))]|

= |Fireman’)(w) n F(altruistic' )(w)|

If we gply the same procedure to the conjunction of the antecedence and the consequence, we
get a ontext that has the same cardinality as the set of altruistic firemen that save lives. Hence
we can use these two contexts as arguments of the Generalized Quantifier MOST (as an
expresson d the metalanguage). The quantity-requirement on Generalized Quantifiers ensures
that truth-condtions are not affeded by this move. This gives us afirst approximation to the

meaning of the adverb of quantificatiasually.

Definition 2.6 "usually”, Preliminary Version
ctlusually’ (&)(W)]gsw=aer  {k €Ct| MOSTIMIN(,k,9)[11 by )

(MIN(.k, Q)1 L(OAW)] g 5. )}
whereMOST(A)(B) means |A| < 2*|AB|.
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Thisdefinitionis nat completely what we want. Until now, we have ignored the possibility that
condtionals may contain angphaic pronouns. If an anaphor occurs in the antecedence patrt, this
doesno harm, sincethe way minimality was defined ensures that the corresponding discourse
marker recaves the appropriate value. But according to the definition given above, an anaphor
in the consequence would result in undefinedness. This is surely wrong.

(61) A, friend of mine really loves Christo.
Usually, if [,ropc 8] new book about Christo is not too expensive,thgs if;.

Theanapha he in the consequenceis completely acceptable, and it is anaphoria faendin

the precading sentence Hence we have to modify the meaning rule for usually somewhat. It

does nat suffice to ensure that the antecedence of the @ndtional is minimally defined in the
posshiliti es we quantify over; it is the conjunction of antecedence and consequence that has to
be defined.

Definition 2.7 "usually"”, Final Version
ctiusually’ (d)(¥)]gsw=ser {Kk €Ct MOSTIMIN((GpAW),K,G)[T1 ]y 5.)
(MIN(($AW), K, Q)M (PAY)] g s )}

This makes sure that the unbound discourse marker "d" in the translation of (61) is interpreted
as a friend of mine in any minimal situation we quantify over.

Up to now, this looks very similar to Berman's ideg but we preserve the important
feaures of Chierchiaspropasal aswell. Thefirst argument of the quantifier is isomorphic to the
set of those instances of the Topic-part the Comment is true of. Well ill ustrate this with the
respectiveanteceadences of the subjed-asymmetric, the objed-asymmetric, and the symmetric
reading of the classical donkey conditional.

(62) a.Hebeats it
b. tbeat'(d,d") (=C)

(63)  a. [4ropic Ag ] farmer owns adonkey.
b.£d. TOftfarmer' (d) A £d'.1donkey'(d") A Town'(d,d") (A1)
c. MIN((ALAC),<D,n,r,i,w>,9) = {<@,1,0,{<p.e>},w> | ee F(farmer')(w)}
d. MIN((A1AC),<D,n,r,i,w>,g)AL], .=
{<9,1,98,{<py,,a>},w> | ac F(farmer')(w) A
db[b € F(donkey')(w) A <a,b>e F(own')(w)]}

(64) a. A,farmer owns [, & ] donkey.
b.£d.1farmer' (d) A £d'.TOtdonkey'(d") A town'(d,d") (FA2)
c. MIN((A2AC),<D,n,r,i,w>,9) = {<d,1,4,{<p,a>},w> | ac F(donkey")(w)}
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d. MIN((A2AC),<D,n,r,i,w>g)1lA2] =

{<9,1,90,{<py,,a>},w> | ac F(donkey")(w) A
db[b € F(farmer')(w) A <b,a>e F(own")(w)]}

(65) a. [iropic Ag ] farmer owns [, &, Jdonkey.
b.£d. TOffarmer' (d) A £d'.1donkey'(d") A fown'(d,d") (FA3)
c. MIN((A3AC),<D,n,r,i,w>,9) = {<@,2,08,{<p.a>,<p,b>},w> |
a ¢ F(farmer' )(w) A b € F(donkey')(w)}
d. MIN((A3AC),<D,n,r,iw>,g)[1A3], s =
{<9,2,8 {<p,,a><p,b>},w> | ae F(farmer')(w) A b € F(donkey')(w) A
<a,b>e F(own")(w)}

In (63d), we have one and orly one posshility for every donkey-owning farmer, in (64d) for

every donkey owned by a farmer, and in (65d) for every farmer-donkey-pair that stands in the
ownership-relation. It is obvious that this yields just the respective readings Chierchia predicts
if we apply the meaning rule fasuallygiven above.

Toincorporate alverbs of quantificationinto ou fragment of English, we have to slightly
modify the syntax. Actually, both quantificational adverbs and if-clauses sioud be treaed as
modifiers, with the consequence of the mndtiona as matrix clause. Still we do nd intend to
analyze the behaviour of sentences modified by a quantificaiona adverb bu ladking an if
clause. Thus we pretend a) that these adverbs subcaegorizefor condtionals, and b) that they
only occur in clause initial position.

Definition 2.8 The Syntax of Adverbs of Quantification
) S ==> Qadyv, Cond

i) Cond ==>8§, S

i) S ==>C, S

Definition 2.9 Extension of the Lexicon
)] Qadv ==> {usually, always, sometimes, rarely, frequently, ...}
i) usually --> usually'

i) if -->ApAgAQ.Q{"p}(q)
| refrain from stating the meaning rules for always, rarely, etc. explicitly; you smply have to
replacemMOST in definition 2.7 byEVERY, FEW, etc. As a sample sentence, the derivation of the

object-asymmetric reading of the donkey-conditional is given.

(66) a. Usually, if g farmer owns [, & ] donkey hgbeats it
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b. g, farmer owns [, ;] donkey :: S :
cd.1farmer’ (d) A £d".TOtdonkey'(d') A fowns'(d,d")

I

| if 2 C i ApAgAQ.Q{"p}("a)

|/

if a, farmer owns [ &; ] donkey ::S

AqAQ.Q{Ld.1farmer’ (d) A £d'.TO1donkey'(d") A towns'(d,d")}("q)
I

| he, beats i} :: S :: fbeat'(d,d’)

|/

if a, farmer owns [, g; ] donkey hgbeats it :: Cond ::
AQ.Q{cd.tfarmer' (d) A £d . TOtdonkey'(d") A Towns'(d,d")}(1beat'(d,d"))
I

| usually :: Qadv :usually’
/
IUsually, if g farmer owns [, a; ] donkey hgbeats i :: S ::
usually'(<d.tfarmer' (d) A £d". TOtdonkey'(d') A towns'(d,d"))(tbeat'(d,d")) (ZA)
C. ct[A]g’S’W: {<D,n,r,i,v>| <D,n,r,iv>e ctA
MOST ({a] ae F(donkey')(v) A 3b[b € F(farmer')(v) A
<b,a>¢ Flown")(V)]})
({a] ac F(donkey")(v) A 3b[b € F(farmer')(v) A
<b,a>¢ F(own')(v) n F(beat’)(v)]})
d. [1A|ysw= 1 iff MOST ({a| ac F(donkey")(w) A db[b € F(farmer")(w) A
<b,a>¢ Flown")(W)]})
({a| ac F(donkey")(w) A db[b € F(farmer")(w) A
<b,a>¢ F(own')(w) n F(beat’)(w)]})
e. mosj [donkey'(y) A 3x[farmer’ (x) A own'(X,y)]]
dx[farmer' (X) A own'(X,y) A beat'(x,y)]

It isworth ndicing that Berman has difficulties to predict the correct truth-conditions to
the dready mentioned bishop-sentences, while both Chierchia's and our approach can cope with
it.

(67) Always, if a bishop meets another man, he blesses him.

Supposehat two bishops med each other but only one blesses the other. Then the sentence is
fasein ether reading. To predict this, Berman would have to assume that a situation of bishop
A and hshopB meding ead aher can be partitioned into two smaller situations, namely bishop

A meding bishop B and vice versa, and that in the first of these situations the propasition
Bishop A meds bishopB isfalse. Thisis against any intuition abou situations. But there ae
unequivocallytwo dfferent minimal posshiliti es, eat containing ore bishop-peg, and in the

first one, this peg is mapped to hishop A and in the second ore to bishop B. More generaly,
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athoughthe basic strategy o the proposal presented here is very much reminiscent to Berman's,
its empiricd coverage is completely identicd to Chierchias approadch. This implies that
notorioudly difficult donkey-condtionals like sage-plant sentences etc. which Chierchia deds

well with do nd cause aay harm here ather. Besides this, our approach has the major
conceptual advantage over Chierchias in that the nation o Topic used here is brouglt in
acordancewith generdizations abou seemingly unrelated phenomena like the (non-)anaphoric
behaviour of definite descriptions and the partitive reading of weak quantifiers.

Of course the discusson in this paragraph can orly be seen as a first step towards a
aufficient charaderization d the semantics of adverbs of quantification. A more suitable one has
to incorporate the modal asped of these items. Nevertheless it posshbly helps to clarify the
guestion "What do adverbs of quantification quantify over?'. Possbiliti es (in ou technicd
sense) are surdly better candidates than assgnment functions, and in some respects, they are also
superior to the quite vague notion of "situations".

4.3 Conclusion and Desiderata

To sum up, the investigations made in the last two chapters lead us to a new clasgfication o

DPs where definiteness only plays a margina role. The two major distinctions are g the
opposition between third person cefinite pronours on the one hand and descriptions on the

other, and b the Topic/nonTopic-dichatomy. The first one corresponds to the issue: picking up
an dd discourse markeror creating a new one, the second one distinguishes between picking
up an old vs. creating a ngyeg

(68)
Discourse Marker
old without resetting new/ resetting
old Third Person Definite Anaphoric Definites
Pronouns Partitive Indefinites
Pegs
new Referential Definites
Non-Specific Indefinites

It isobvious that the third cell has to remain empty. If a DP picks up an old discourse marker,
it has either to reset it or not. If the latter is the case, the corresponding peg cannot be new.

This chart of course leaves a lot of questions unresolved. One important issue concerns
the status of [+Topic]-indefinites. There ae two groups of clea cases, namely partitive
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indefinitesthat are unequivocally [+Topic], and non-specific "novel" indefinites that introduce
new pegs and are nat Topics. But some questions arise. If Eng['91] is right with her assumption
that partitivity coincides with spedficity, one might wonder why spedfics Topics aways
favour awide-scope reading. | have to admit that | have plainly no idea about this. Although it
Isarguable that spedfics are always Topics, | doubt whether this is everything that is to be said
abou them. Likely, you have to distinguish between hearer-knowledge and speaker-knowledge
if you want to account for specificity, something that cannot be expressed in our framework.
Thetreament of persond pronoursisvery much smplified here, too. Some inadequacies
like paychedk pronours or subadination prenomena were dready dscussed at the end d
chapter three Besidesthis, thereisanather unresolved problem. Cardinaletti & Starke['94] show
convncingly that there is a strong tendency crosslinguistically to distinguish between "strong"
and "we&" pronamina forms morphaosyntadicdly, and they give goodarguments to assume
that thisdigtinctioniseven a language universal. In certain contexts like coordination or focus,
only the strong form is possble. As it turns out, strong ponours do nd follow the
characterization given above.

(69) Two friends of mine will get married next week. SHE / is HAPpy \.

Sincethe pronounsheisin focus here, it is a strong one in Cardinaletti & Starke's terminology.
It iscompletely acceptable in (69), although there is no familiar singular discourse marker that
Is ready to be picked up One might hypahesize that strong ponours are in fad disguised
definite descriptions likéhe female persoim the case of strorghe

Ancther shortcoming d our theory is the fad that it sometimes predicts too many
readings w.r.t. to partitive indefinites.

(70) a. TWO// children are in the GARden \
b. LITTle / children are in the GARden \

Whilein (69a), a partitive, i.e. a [+Topic]-interpretation, is strongly preferred, no such reading
isavailable for (69h)". Asfar as| can see, this is an instance of a more general problem, namely
that partiti ve/spedfic readings of plural indefinites are only available if they are modified by

some quantifying expresson. There is superficially no esential difference in the meaning o

some students and students as a bare plural as far as the dynamic behaviour is concerned.
Nonetheless, only (70a) has a wide-scope-reading of the embedded object.

(71) a. Harry denied the rumour that he KISSed some students.
b. Harry denied the rumour that he KISSed students.

/I thank Kai von Fintel (p.c.) for drawing my attention to this flaw in the argument.
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Again, | have not the slightest idea what is going on here.

The treament of partitive wee quantifiers gill offers a quite fundamental problem.
Remember that plural indefinites introduce threepegs, where the latter two are parts of the first
one. This leads to the wrong conclusion that subsequent partitive expressons may only involve
two distinct parts of the sum individual introduced by the plural expresson. In contrary, the
number of available part-of pegsis virtually unrestricted:

(720 a Germany consists of 16 states.
b. THREE/ states border on Poland.
c. TWO/ states are ae situated at the border to the Czed Republic.

z. THREFE states are situated inland.

In contrast to what is predicted, the different parts neither have to be mutually identica nor
complementary. As far as | can see a proper solution to this puzze has to take discourse
structure into acount. The sentences (72b-z) ead are an elaboration to (72a) in the sense of
Asher['93]. Insofar they are eat subordinated to (72a). As such, they are eab interpreted
direaly with resped to (72a), i.e. in pardlel fashion. A formal explicaion of thisideawould offer
a whole new branch of dynamic semantics, namely the incorporation of the concept of
concurrency from theoreticd computer science (cf. Reisig['86]). This obviously has to be left to
another occasion.

This list of shortcomings and pesble obedions is by no means intended to be
exhaustive. Nevertheless, | hope to have convinced the gentle reader of four essentials:

I Dynamic Semantics forms an adequate framework for Natural Language Semantics.

[l Topic-Comment-Articulation is a matter of semantics and not of pragmatics.

11 To acourt for anaphaicity phenomena in a wide sense, we need more than just one
layer of discourse referents.

v Although writing sometimes was gred fun, | am extraordinarily happy abou having
finished this dissertation



155

References

Asher, N.: 1993, Reference to Abstract Objects in Discourse, Kluwer, Dordrecht

Barwise, J. and Cooper, R.: 1981, Generalized quantifiers in natural language,
Linguistics and Philosophy 4(1), 159-220

Beaver, D. 1.: 1992, The kinematics of presupposition, in Proceedings of the
Eighth Amsterdam Colloquium, ILLC, Amsterdam

Beaver, D. I.: 1993, What Comes First in Dynamic Semantics?, Technical report,
ILLC

Berman, S.: 1987, Situation-based semantics for adverbs of quantification, in
University of Massachusetts Occasional Papers, No. 12

Berman, S. and Hestvik, A.: 1991, LF: A Critical Survey, Technical Report 14,
SFB 340 “Sprachtheoretische Grundlagen der Computerlinguistik”

Blutner, R.: 1990, Dynamic Generalized Quantifiers and Natural Language, ZIfS,
Berlin

Blutner, R.: 1991, Defaults and the meaning of generic sentences, studia gram-
matica 33, 205-225

Blutner, R.: 1993, Dynamic generalized quantifiers and existential sentences in
natural language, Journal of Semantics 10, 33-64

Blutner, R.: 1994, Standardannahmen, Informationsveranderung und Flexibilitat.
Aspekte einer modelltheoretischen Semantik natiirlicher Sprache, Habilita-
tionsschrift, Humboldt-Universitiat Berlin

Bosch, P.: 1988, Representing and accessing focussed referents, Language and
Cognitive Processes 3(3), 207-231

Biiring, D.: 1994, Mittelfeldreport V, in B. Haftka (ed.), Was determiniert Wort-
stellungsvariationen, pp 79-98, Westdeutscher Verlag, Opladen

Biiring, D.: 1995a, The great scope inversion conspiracy, in Proceedings of SALT
5, University of Texas at Austin, to appear

Biiring, D.: 1995b, Stacked [F]’s and the Problem of Focus Projection, University
of Cologne

Biiring, D.: 1997, Topic, in P. Bosch and R. van der Sandt (eds.), Focus: Linguis-
tic, Cognitive and Computational Perspectives, Cambridge University Press,
to appear

Cardinaletti, A. and Starke, M.: 1994, The typology of structural deficiency: On
the three pronominal classes, in H. van Riemsdijk (ed.), European Science
Foundation Final Volume on Clitics, Mouton

Charniak, E. and McDermott, D.: 1985, Introduction to Artificial Intelligence,
Addison-Wesley, Reading (Mass.)

Chierchia, G.: 1992, Anaphora and dynamic binding, Linguistics and Philosophy
15(2), 111-184

Chomsky, N.: 1981, Lectures on Government and Binding, Foris, Dordrecht

Chomsky, N.: 1986, Barriers, MIT Press , Cambridge(Mass.)

Chomsky, N.: 1993, A minimalist program for linguistic theory, in The View from



References 156

Building Twenty, MIT Occasional Papers in Linguistics No. 1, MIT Press |,
Cambridge(Mass.)

Clark, H. H.: 1977, Bridging, in P. Johnson-Laird and P. Wason (eds.), Think-
ing: Readings in Cognitive Science, pp 411-20, Cambridge University Press,
Cambridge (UK)

Clark, H. H. and Clark, E. V.: 1977, Psychology and Language, Brace Jovanovich
Inc., San Diego

Cooper, R.: 1979, The interpretation of pronouns, in F. Heny and H. Schnelle
(eds.), Syntax and Semantics, Vol. 10, Academic Press, New York

Cooper, R.: 1983, Quantification and Syntactic Theory, Dordrecht, Reidel

de Hoop, H.: 1992, Case Configuration and NP Interpretation, Ph.D. thesis,
University of Groningen

de Swart, H.: 1993, Adverbs of Quantification. A Generalized Quantifier Ap-
proach, Garland, NY, London

Dekker, P.: 1990, Existential Disclosure, Technical report, ILLC, University of
Amsterdam

Dekker, P.: 1993, Transsentential Meditations. Ups and Downs in Dynamic Se-
mantics, Ph.D. thesis, University of Amsterdam

Diesing, M.: 1988, Bare plural subjects and the stage/individual contrast, in
M. Krifka (ed.), Genericity in Natural Language. Proceedings of the 1988
Tiibingen Conference, Tiibingen

Diesing, M.: 1992, Indefinites, MIT Press, Cambridge(Mass.)

Donellan, K.: 1966, Reference and definite descriptions, The Philosophical Review
75, 281-304

Dowty, D. R., Wall, R. E., and Peters, S.: 1981, Introduction to Montague Se-
mantics, Reidel, Dordrecht

Ebert, K.: 1971, Zwei Formen des bestimmten Artikels, in D. Wunderlich (ed.),
Probleme und Fortschritte der Transformationsgrammatik, Hueber, Miinchen

Eng, M.: 1991, The semantics of specificity, Linguistic Inquiry 22(1), 1-25

Evans, G.: 1977, Pronouns, quantifiers, and relative clauses, Canadian Journal
of Philosophy 7, 467-536

Geach, P.: 1962, Reference and Generality, Cornell University Press, Ithaca, NY

Grice, H.: 1957, Meaning, Philosophical Review 66, 377-388

Grimshaw, J.: 1994, Projections, Heads, and Optimality, Rutgers University

Groenendijk, J. and Stokhof, M.: 1990, Two theories of dynamic semantics, in
J. van Eijck (ed.), Logics in Al Springer, Berlin

Groenendijk, J. and Stokhof, M.: 1991a, Dynamic Montague Grammar, in
J. Groenendijk, M. Stokhof, and D. I. Beaver (eds.), Quantification and
Anaphora I, DYA NA deliverable R2.2a, Amsterdam

Groenendijk, J. and Stokhof, M.: 1991b, Dynamic Predicate Logic, Linguistics
and Philosophy 14(1)

Groenendijk, J., Stokhof, M., and Veltman, F.: 1993, Coreference and Modality,
paper presented at the Fifth European Summerschool in Logic, Language and



References 157

Information, Lisbon

Groenendijk, J., Stokhof, M., and Veltman, F.: 1994, Update Semantics for Modal
Predicate Logic, Technical report, ILLC, University of Amsterdam

Groenendijk, J., Stokhof, M., and Veltman, F.: 1995, Coreference and Contextu-
ally Restricted Quantification, paper presented at SALT 5, Austin

Grosz, B., Joshi, A., and Weinstein, S.: 1983, Providing a unified account of
definite noun phrases in discourse, in Proceedings of the 21st Meeting of
ACL, pp 44-50, Cambridge(Mass.)

Grosz, B. J. and Sidner, C. L.: 1986, Attention, intentions, and the structure of
discourse, Computational Linguistics 12(3), 175-204

Hauenschild, C.: 1993, Definitheit, in J. Jacobs, A. von Stechow, W. Sternefeld,
and T. Vennemann (eds.), Syntax, de Gruyter, Berlin, New York

Hawkins, J.: 1978, Definiteness and Indefiniteness, Croom Helm, London

Heim, I.: 1982, The Semantics of Definite and Indefinite Noun Phrases, Ph.D.
thesis, University of Massachusetts, Amherst

Heim, I.: 1983a, File change semantics and the familiarity theory of definiteness,
in R. Béuerle, C. Schwarze, and A. von Stechow (eds.), Meaning, Use, and
Interpretation of Language, de Gruyter, Berlin, New York

Heim, I.: 1983b, On the projection problem for presupposition, in Proceedings
of WCCFL 2

Heim, I.: 1990, E-type pronouns and donkey anaphora, Linguistics and Philoso-
phy 13, 137- 177

Heim, I.: 1991, Artikel und Definitheit, in A. von Stechow and D. Wunderlich
(eds.), Handbook Semantics, de Gruyter, Berlin, New York

Hoekstra, H.: 1992, Subsectional anahora in DRT, in OTS Yearbook 1992, Vol.
Evergest, M. et al., pp 53-62

Jackendoff, R.: 1994, Lexical Insertion in a Post-Minimalist Theory of Grammar,
ms. Brandeis University, Boston

Jacobs, J.: 1991, Focus ambiguities, Journal of Semantics 8, 1-36

Jacobs, J.: 1992, Integration, Technical report, SFB 282, Wuppertal

Jacobs, J., von Stechow, A., Sternefeld, W., and Vennemann, T.: 1993, Handbook
Syntax, de Gruyter, Berlin, New York

Jager, G.: 1992, Diskurs-Verkniipfung und der Stadien-/Individuen-Kontrast,
Master’s thesis, Universitat Leipzig

Jager, G.: 1994, Topic, focus and weak quantifiers, in P. Bosch and R. van der
Sandt (eds.), Focus and Natural Language Processing II, Vol. 7 of Working
Papers of the Institut for Logic and Linguistics, pp 343-352, IBM, Heidelberg

Jager, G.: 1995a, Topic, scrambling, and aktionsart, in I. Kohlhof, S. Win-
kler, and H. B. Drubig (eds.), Proceedings of the Géttingen Focus Workshop,
Arbeitspapiere des SFB 340 “Sprachtheoretische Grundlagen fiir die Comput-
erlinguistik”, pp 19-34, Tiibingen

Jager, G.: 1995b, Weak quantifiers and information structure, in J. N. Beckman
(ed.), Proceedings of NELS 25, Vol. 1, pp 303-318, GLSA, Amherst



References 158

Janssen, T.: 1984, Foundations and Applications of Montague Grammar, Ph.D.
thesis, University of Amsterdam

Kadmon, N.: 1987, On Unique and Non-Unique Reference and Asymmetric Quan-
tification, Ph.D. thesis, University of Massachusetts, Amherst

Kadmon, N.: 1990, Uniqueness, Linguistics and Philosophy 13, 273-324

Kamp, H.: 1981, A theorie of truth and semantic representation, in J. Groe-
nendijk, T. Janssen, and M. Stokhof (eds.), Formal Methods in the Study of
Language, Amsterdam

Kamp, H. and Reyle, U.: 1993, From Discourse to Logic. Introduction to Mod-
eltheoretic Semantics of Natural Language, Formal Logic and Discourse Rep-
resentation Theory, Kluwer, Dordrecht

Kaplan, R. and Bresnan, J.: 1982, Lexical-Functional Grammar: A formal system
for grammatical representation, in J. Bresnan (ed.), The Mental Representa-
tion of Grammatical Relations, MIT Press, Cambridge

Karttunen, L.: 1969, Pronouns and variables, in CLS 5

Karttunen, L.: 1974, Presuppositions and linguistic context, Theoretical Linguis-
tics 1, 181-94

Kiss, K. E., Generic and Existential Bare Plurals and the Classification of Pred-
icates, Working Papers in the Theory of Grammar, Vol. 1, No. 2, Budapest
University

Kratzer, A.: 1989a, An investigation of the lumps of thought, Linguistics and
Philosophy 12, 607-653

Kratzer, A.: 1989b, Stage-level and Individual-level Predicates, ms. University
of Massachusetts, Amherst

Krifka, M.: 1992, A compositional semantics for multiple focus constructions, in
J.Jacobs (ed.), Informationsstruktur und Grammatik, Linguistische Berichte,
Sonderheft 4

Krifka, M.: 1995a, Focus and presupposition in dynamic semantics, Journal of
Semantics 10, 269-300

Krifka, M.: 1995b, ‘Weak’ and ‘Strong’ Interpretations of Donkey Sentences and
Plural Predications, ms., University of Texas at Austin

Landman, F.: 1986, Towards a Theory of Information, Foris, Dordrecht

Lascarides, A. and Asher, N.: 1993, Temporal interpretation, discourse relations
and commonsense entailment, Linguistics and Philosophy 16, 437-493

Lenerz, J.: 1977, Zur Abfolge nominaler Satzglieder im Deutschen, Tiibingen

Levinson, S. C.: 1983, Pragmatics, Cambridge University Press

Lewis, D.: 1975, Adverbs of quantification, in E. L. Keenan (ed.), Formal Se-
mantics, Cambridge University Press

Link, G.: 1983, The logical analysis of plurals and mass terms: A lattice-
theoretical approach, in R. Bauerle, C. Schwarze, and A. von Stechow (eds.),
Meaning, Use, and Interpretation of Language, de Gruyter, Berlin, New York

Link, G.: 1987, Generalized quantifiers and plural, in P. Gérdenfors (ed.), Gen-
eralized Quantifiers, Reidel, Dordrecht



References 159

Link, G.: 1991, Plural, in A. von Stechow and D. Wunderlich (eds.), Handbook
Semantics, de Gruyter, Berlin, New York

Lébner, S.: 1985, Definites, Journal of Semantics 4, 279-326

Lobner, S.: 1990, Wahr neben Falsch. Duale Operatoren als die QQuantoren
natiirlicher Sprache, Niemeyer, Tiibingen

Meinunger, A.: 1993, Case Configuration and Referentiality, paper presented at
ConSole II, Tiibingen

Meinunger, A.: 1996, Discourse Dependent DP Deplacement, Ph.D. thesis, Uni-
versitiat Potsdam

Montague, R.: 1974, Formal Philosophy, Yale University Press, New Haven

Muskens, R.: 1989, Meaning and Partiality, Ph.D. thesis, University of Amster-
dam

Ouhalla, J.: 1994, The Syntactic Representation of Arguments, paper presented
in the Research Unit ”Structural Grammar”, Berlin

Partee, B.: 1984, Nominal and temporal anaphora, Linguistics and Philosophy
7, 243-286

Partee, B. and Rooth, M.: 1983, Generalized conjunction and type ambiguity,
in R. Béuerle, C. Schwarze, and A. von Stechow (eds.), Meaning, Use, and
Interpretation of Language, de Gruyter, Berlin, New York

Partee, B. H., ter Meulen, A., and Wall, R. E.: 1990, Mathematical Methods in
Linguistics, Kluwer, Dordrecht

Pesetzky, D.: 1987, Wh-in-situ: Movement and unselective binding, in R.Reuland
and A. ter Meulen (eds.), The Representation of (In)Definiteness, MIT Press,
Cambridge

Pierrehumbert, J.: 1980, The Phonology and Phonetics of English Intonation,
Ph.D. thesis, MIT

Pierrehumbert, J. and Hirschberg, J.: 1990, The meaning of intonational contours
in the interpretation of discourse, in P. R. Cohen, J. Morgan, and M. E. Pollack
(eds.), Intentions in Communication, MIT Press, Cambridge

Pollard, C. and Sag, I. A.: 1987, Information-based Syntax and Semantics Vol.
1, CSLI, Stanford

Quirk, R., Greenbaum, S., Leech, G., and Svartvik, J.: 1985, A Comprehensive
Grammar of the English Language, Longman, London, New York

Reis, M.: 1987, Die Stellung der Verbargumente im Deutschen. Stiliibungen zum
Grammatik:Pragmatik-Verhéltnis, in I. Rosengren (ed.), Sprache und Prag-
matik, Stockholm

Reisig, W.: 1986, Petrinetze. Eine Einfiihrung, Springer-Verlag

Reuland, R. and ter Meulen, A.: 1987, The Representation of (In)Definiteness,
MIT Press, Cambridge

Roberts, C.: 1987, Modal Subordination, Ph.D. thesis, University of Mas-
sachusetts, Amherst

Rooth, M.: 1987, Noun phrase interpretation in Montague Grammar, File Change
Semantics, and Situation Semantics, in P. Gérdenfors (ed.), Generalized Quan-



References 160

tifiers, Reidel, Dordrecht

Rooth, M.: 1991, Indefinites, Adverbs of Quantification, and Focus Semantics,
to appear in Carlson, G.(ed.) Generics

Russell, B.: 1905, On denoting, Mind 14, 479-493

Sanford, A. and Garrod, S.: 1981, Understanding Written Language. Explorations
of Comprehension Beyond the Sentence, John Wiley, Chichester

Sasse, H.-J.: 1987, The thetic/categorical distinction revisited, Linguistics 25,
511-580

Smaby, R.: 1979, Ambiguous coreference with quantifiers, in F. Guenther and
S. Schmidt (eds.), Formal Semantics and Pragmatics for Natural Language,
Reidel, Dordrecht

Stalnaker, R. C.: 1974, Pragmatic presuppositions, in M. K. Kunitz and P. K.
Unger (eds.), Semantics and Philosophy, pp 197-230, New York University
Press

Sternefeld, W.: 1993, Anaphoric reference, in J. Jacobs, A. von Stechow, W.
Sternefeld, and T. Vennemann (eds.), Handbook Syntax, de Gruyter, Berlin,
New York

Strigin, A.: 1985, Indefinite generische Sitze im Englischen, Ph.D. thesis,
Akademie der Wissenschaften der DDR, Berlin

Vallduvi, E.: 1992, The Informational Component, Garland PublishingInc., New
York, London

van Benthem, J. and Viol, W. M.: 1993, Operational semantics, in J. van Eijck
(ed.), Course Material of the Fifth European Summerschool in Logic, Lan-
guage and Information, Lisbon

van Deemter, K.: 1992, Towards a generalization of anaphora, Journal of Seman-
tics 9(1), 27-52

van Eijck, J.: 1991, The Dynamics of Description, Technical Report CS- R9143,
CWI, Amsterdam

Veltman, F.: 1990, Defaults in update semantics, in H. Kamp (ed.), Conditionals,
Defaults, and Believe Revision, Dyana deliverable R2.5.A, CCS, Edinburgh

Vergnaud, J.-R. and Zubizarreta, M. L.: 1992, The definite determiner and the
inalianable constructions in French and English, Linguistic Inquiry 23(4),
595-652

von Fintel, K.: 1994, Restrictions on Quantifier Domains, Ph.D. thesis, University
of Massachusetts, Amherst

von Stechow, A.: 1981, Topic, focus and local relevance, in W. Klein and W. Levelt
(eds.), Crossing the Boundaries in Linguistics, pp 95-130, Reidel, Dordrecht

von Stechow, A.: 1990, Focusing and backgrounding operators, in Discourse
Particles, Pragmatics and Beyond, John Benjamins, Amsterdam

von Stechow, A. and Wunderlich, D.: 1991, Handbook Semantics, de Gruyter,
Berlin, New York

Zeevat, H.: 1995a, Applying an Exhausification Operator in Update Semantics,
ms., University of Amsterdam



References 161

Zeevat, H.: 1995b, The Common Ground, ms., University of Amsterdam, ASG
Berlin

Zimmermann, T. E.: 1993, Zu Risiken und Nebenwirkungen von Bedeutungspos-
tulaten, Linguistische Berichte 146, 262282



