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1. Introduction

In German, thereis a systematicambiguity in the interpretationof so called weak
quantifiers, correlating to specific intonational patterns:

(1) a Drei StudENten sind hungrig (existential)
Three students are hungry
b DREI Studenten sind HUNGrig (partitive)

If the noun of the subject quantifier is stressed, the sentence gets an existential reading, which may
be translated aBhere are three students hungry

"The title of my talk at the NELS meeting was "Topic, Focus and Weak Quantifiers".
A paper with this title, which differs from the present one in some crucial respects, is to be
published elswhere (Jager('94)).

!Basically, the strong-weak distinction is semantic in nature. | use the term "weak
guantifier" here for those quantifiers which may get a existential reading.
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If one assumesamodular design of grammar, there are two possibilities to account for this
connection between gtress pattern and meaning. One way would be to stipulate an interface between
the phonology and the semantics module. As an alternative, one might say that there are only two
interfaces(namely syntax/phonologyand syntax/semanticsand the relevant information is
draggedthroughsyntaxin oneway or another.Thelatterversionis obviouslymorerestrictive.l
therefore adoptthis view. So let us examinethe syntacticbehaviourof weak determinersin
German.

2. Syntax and Phonology

The distributionof weakdeterminersn Germanis nearlyidenticalto that of adjectives.
Both kinds of lexical items may occur in combination with the definite determiner.

(2) a die kleinen Kinder
the little children
b die drei Kinder
the three children

Soweakdeterminersareobviouslynot determinersn the syntactic sense of the word. As
bare plurals and in adjectivet+noun constructions, nouns combined with a weak determiner may get
a generic reading, a behaviour typical for adjunction structures.

(3)  Zehn Deutsche sind doppelt so dumm wie funf Deutsche
Ten Germans are twice as stupid as five Germans

There is a stronganda weakinflectional paradigmfor adjectivesn German,dependingon the
determiner of the entire DP.

(4) a die kleinen Kinder
the littlg, o4 Children
b kleine Kinder
little gy ongChildren
If weak determinershowovertinflection? (for exampleviele "many" or wenige"few"),
they follow the same paradigm as adjectives.

(5) a die vielen Kinder
the many.,children
b viele Kinder
Manyong children

The remaining differencesin the digtribution of "common™ adjectives and weak determiners
(a most one weak determiner may occur inastring of prenominal adjuncts and it must precede the
rest of the string) are most likely semantic in nature. | will not pursue this issue any further here.

2 The cardinal numbers do not inflect at all.
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These observations lead to the conclusion that German weak determiners are syntactically
adjectives, at least in one reading. Since bare AP+NP constructions involving common adjectives
get an existential interpretation, (1a) should be analyzed as follows:

6)  [ppDlInp [ap drei] [yp Studenten]]] sind hungrig

(I assume an empty indefinite plural determiner on independent grounds.) As | mentioned
above, the differencebetween(la)and(b) is representeth syntax.Oneway to accountfor this
would be to assume a different syntactic structure for (1b).

But thereis evidence against this view. Syntactically complex amount expressions, which
combine with mass terms, show exactly the same pattern.

(7) a Eine Menge GELD habe ich schon ausgegeben
A lot of money have |l already spent
‘| have already spent a lot of money’
b Eine MENge Geld habe ich schon ausgegeben
‘A lot of the money | have already spent’

Whatever the syntacticstructureof suchDPsmay be, they obviouslydo not parallelthe
subject DPsin (1) syntactically. This forces us to the conclusion, that the contrast in (1) and (7) is
a property of amountexpressiongndnot of a specificsyntacticconfiguration.This apparently
contradictghe claim thatthe relevant information is represented syntactically. But there is a way
out.

The prosody of a sentence is determined by three kinds of information:

a) lexical information,
b) syntactic structure and
c) focus.

Stipulations about different lexical entries for the weak and the strong reading respectively
should be excludedby Occam'sRazor. The syntacticstructureof both readingsis identical,
therefore the different intonation turns out to be a matter of focus. Since focus shows both prosodic
and semantic effects,my argumentatiorirom the beginningleadsto the conclusionthatfocusis
represented syntactically. As a minimal assumption, there is a syntactic feature [+F](ocus), which
isfredly assigned to some node at S-structure. This assignment is arguably restricted to heads ar
phrases and [+F] mustnot dominate[+F]. So (1a) and(b) may be distinguishedby different
locations of [+F].

L et us examine what the focused constituents in (1) are. As an algorithm for the calculation
of the position of focal stress, | use a modified version of the rules in Selkirk('84):

i) If a[+F]-constituent dominates segmental material, it dominates one accented lexical item
and every accented lexical item is dominated by [+F].
i) The accented item of a phraseis identical with the accentedtem of the most deeply

embedded argument of the head of the phrase.
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i) The accented item of a phrase is its head.

i) only applies if ii) is not applicable. i)-iii) define a uniqgue one-to-one mapping between
occurrence®f [+F] andpitch accentsprovidedthat[+F] dominates segmental material at all (as
we will seelater, [+F] may be assignedo emptycategoriesaaswell). Of course this proposalis
simplified in certain respects, but it will do for my purposes here.

i)-iil) immediately entail that in the DP

8)  [pp[np [ap DREI] [yp Kinder]]]

with an accent on the adjectivedrei either AO or AP must bear [+F]. Any other assignment
of [+F] (including[+F] on a nodedominatingDP) yieldsanaccenton the noun.SinceAP is not
branching, the question whether the head or the phrase is focused makes no difference here.

This leads us to the following focus-structures for (1):

(9) a [+F Drei Studenten sind hungrig]
b [+F Drei] Studenten sind hungrig

However, the focus assignment in (9b) is not sufficient to get the partitive reading.

(10) DREI Studenten sind hungrig
THREE students are hungry

is interpreted as contrastive (for examplREE students are hungry and not FQUR

(1b) differs from (10b) in that thereis additional stresson the predicativeadjective
"hungrig”. So we get the focus structure

(11) [, Drei] Studenten sind.f hungrig]

for (1b). This showsclearlythatthe partitive reading is not a property of the DP but of the entire
sentence, a further argument against the assumption of different lexical entries.

But how shall we interpret (11)? As it stands,it is not sufficient for the partitive
interpretationeither,sinceonemay interpretit asa multiple contrastivefocusconstruction.The
structure indicated in (11) would be something like

(12) DREI Studenteirsinq HUNGrig (und nicht: VIER _ i beim ESsen)
"THREE students are HUNGry (and not: FOUR EAting)'

which may receive an exigentia interpretation. The gapping data (in brackets) show that the stress
pattern is indeed a consequence of focus.

The crucia point which distinguisheg1b) and(12) is the factin (1b) thefirst accentis
realized as a L+H* andthe secondasH*+L tone(cf. Pierrehumbert/Hirschberg('90))n (12),
both accents are H*+L.
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What determines whether agiven focusisredized as a falling or a rising accent? To answer
this question] adopt a proposal by Krifka('92) who claims that a sentence is partitioned in a first
step into a topic part and a commentpart. Both partscontaina focus part (which may be an
improper part) and a background part (possibly empty). "Comment" and "background" are purely
descriptive notions here, names for the material in the respective domain which does not belong to
topic or focusrespectivelyTopic is syntacticallyrepresentedsa feature[+T], similarto focus.

The assignment of these features is governed by the following principles:

a) At least one constituent (head or phrase) bears the feature [+T].

b) [+T] must not dominate [+T].

C) Every [+T]-constituent contains a [+F] and c-commands another [+F].
d) [+F] must not dominate [+F].

For the sake of smplicity, | identify "comment” with the c-command-domain of the deepest
topic. Mogt likely, this works crosslinguistically only at LF, but in German S-structure and LF are
more or less identical as far as topic is concerned.

An immediate consequence of theserules is that the entire focus domain (topic or comment
respectively) may be focusedasa whole, which is a reconstructiorof the pretheoreticmotion of
"neutral stress".

For the prosodic interpretation of [+T] we need two additional rules besides i)-iii):

iv) The [+F] contained in [+T] are mapped to an L+H* pitch accent.
V) The [+F] c-commanded by all [+T] are mapped to an H*+L pitch accent.

Now we are ready to give the necessary and sufficient structure for the partitive reading.
(13) [, [+ Drei] Studenten] sind,E hungrig]

It is easy to seethatthisis the only way to getthe observedntonation.As for additional
evidencepnemaylook at Japanesédata, where topic constituents are marked with a pavtigle
while non-topic subjects are marked with the nominative paggle

(14) asoto de kodomga san-nin asonde iru
outside lok children nom 3 class playing are
"There are three children playing outside’

b san-nin no kodomawva soto de asonde iru
3 class attr children top outside lok playing are
Three of the children are playing outside'

(data from Loébner '90)

To sumup, the partitive readingof a weakquantifier arises if and only if the quantifier is
a topic andthe determinerbearsa narrowfocus. This generalizatiompresumablyholds for any
language where such ambiguity is observed.

Thesngle pitch accent in (1a) is realized as H*+L. So the question arises whether there is
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any topic in this sentence a dl. Semantic considerations lead me to the assumption that in so called
thetic sentenceswithout any overtly realized topic, referential time should count as topic.
Syntactically, [+T] is assignedto some empty temporaladverbin SpecTP,which must be
simultaneoushpear[+F] to fulfill the wellformedness conditions for the distribution of [+T] and
[+F]. So at least at LF we get the following possible information structures for (1a):

(15) [, [, referential timg] [, - Drei Studenten sind hungrig]

3. Semantics

It is obviousthat somecontextualinformationis necessaryo accountfor the semantic
impact of information structure. Instead of extending traditional semantic frameworks with more
or lessarbitrarytoolsfor the treatmeniof contextinformation,it is reasonabléo usea dynamic
setup, where context is the basic notion of semantic analysis. Generally, in Dynamic Semantics the
meaningof a sentencas seenas an updatefunction, which mapsan input epistemicstate(or,
equivalently, an input context)to an output state.An epistemicstateis (or representspartial
knowledge about the world. In thefirst place, a context contains only information about a subset of
theindividualsin the domainof the model. This partial domain is sometimes called "Universe of
Discourse”. In the second place, the knowledge about the properties of and the relation among this
individuals is partial too.  Following Groenendijk et a.('94), complete knowledge about a given
context domainiscaled a "possibility”. To account for the partiality of this kind of information, a
context is aset of possibilities which share their domain .

Sentences are interpretedas updates or functionsover contexts.An updatemay either
introducenew discoursereferentsinto the contextdomainor it may eliminatepossibilitiesand
therefore increasethe knowledgeaboutthe domain.In recentdynamictheorieslike DRT or
Dynamic PredicateLogic, it is assumedhat indefinites introduce new elements("discourse
referents")into the contextdomain,while definites or pronouns pick up referents already present
in the input context.On the other hand,the intuitive contentof the notion "topic"” is that the
interpretation of the respective condtituent ranges over objects familiar in the context. This leads us
to the expectationthat the topic/commentdichotomy can be reducedto the notion of (in-
)definitenesgor vice versa)in someway or anotherBut this assumptions not supported by the
facts. Both definite and indefinite DPs may occur in either the topic part or the comment part of a
sentence.

(16) al[iopic The PRINTer] [ mends out of WORK]
b comment § € PRINter is out of work]
(17) aliopic THREE children] {;mer@are in the GARden]
b commend Nree CHILDren are in the garden]
In (16) the subject is definite, in (17) indefinite. The a-examples are categorical (subject =
topic), the b-examples thetic. Each of the four possible combinations are fully acceptable. But the
indefinitethree childrenin (17)a does introduce some entity into the discourse.

(18) a THREE childrenare in the GARden. Thegre happy.
b *They; are happy. THREE childreare in the GARden.
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On the one hand, the referents of three children belong to the entities familiar in the context. On the
other hand, you cannot refer to them by means of a pronominal anaphor before they are explicitly
mentioned by a indefinite DP (cf.(18b)).Soin somesensdandefinite topicsmerelyactivate old
discoursaeferentansteadof introducingthem.Theintroduction of d(iscourse)-referents is done
by indefiniteswhich belongto the commentasdoesthe subjectin (17b). Thereforewe haveto
distinguish between two nested contextual domains:

(a) the contextdomainasawhole,whichis the resourcadomainfor the interpretatiornof
topics and, so | suspectthe domainfor adverbialquantification(in Groenendijket al.('94) the
elements of this domain are called "pegs") and

(b) the domain of active d-referents, which is the resource domain for the interpretation of
anaphors (ordinary variables in the system described so far).

Every variable is mapped to a peg, but there may be inactive pegs which are the value of no
variable.

Following Vallduvi('92), | assumethat information structure does not affect truth
conditions. The notion of truth is not crucial in dynamic semanticsput thereis a kind of
counterpart. Remember that the interpretation of a sentence is an update function. This function is
apartial functionfrom the setof contextsinto the same set. This means that there are nontrivial
regtrictions on the domain and the range of an update. The input restrictions are comparable to the
traditional notion of "presupposition”the output restrictionscorrespondto truth conditions.
Therefore the Predicate Logic translations of (17a) and (b)

(19) atop[3x.children(x) A card(x) = 3] A St.presentt) A in_the_gardefx,t)®
b top[3t.present)] A Ix.children(x) A card(x) = 3A in_the_garde(x,t)

have the same output conditions, which are represented in fhentext Representation Structure
(CRS) in (20) (the technical details are left to the appendix).

(20)

o,p,y i
X t
X-->q¢oefeoy,t-->1

children(a e B oy)
card(aoPoy) =3
present(t)

in_the garden(aepey,t)

3The operator "top" is the semantic counterpart of the syntactic feature [+T]. The
definition is given in the appendix. | ignore focus at this point.
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The Greek lettersin the first line represent the pegs. The second line contains the variables
andthethird the mapping from variables to pegs. The body of the box contains conditions on the
interpretation of the pegs which any of the possibilities in a context must fullfill.

The topic-operatorequiresthatthe materialin its scopeneitherintroducesnew pegsnor
new conditions. The only new entities permitted are variables. Therfore in (19a) both the pegys
and y and the conditionthattheyrepresenthreechildrenmustbe partof the inputinformation.
According to this, the minimal input for (19a) is at least as in (21).

(21)

o,B,y

children(xepf oy)
card(aePeoy) =3

The pegsx,3 andy are inactive her and connot be picked up by an anaphor. In (19b), the
referential time is topic and therefore already present in the input:

(22)

present(t)

The CRS in (20) represents the result of updating either (21) with (19a) or (22) with (19b).

This much about the semantic import of topic. Now we have to take focus into account. It
is widely acceptedhatfocusgenerates setof alternatives to the "ordinary" interpretation of the
sentenceThesealternativesarecreatedoy replacingthe interpretatiorof the focused constituent
with aitem whichis (i) in somesensecomparabldo the replacedmaterialand(ii) salientin the
context.l do not wantto discusswhat comparabilityactuallyis. Besidesidentity of the logical
type, | think sortalidentity is requiredtoo. Alternativesto the focus of the topic in (17a),the
cardinal adjectivethreg arearguablyothercardinalmodifiers.If the focusis bound,the focus
sensitiveoperatordetermineshe semantic/pragmatienport of thesealternativeslf thefocusis
free as in our examples,the alternativesare used by pragmaticfelicity conditions, which
presumably dependon the illocutionary role of the utterance(cf. Krifka('92)). By utteringan
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assertive sentencethe speakerforcesthe hearerto believethat the alternativesare presumably
false, as it is illustrated in the following examples:

(23) The BUTler is the murderef The gardener is not the murderer
(24) John drives a PORscheJohn does not drive a Mercedes

Since the present semantic framework is a monotonic one, this kind of defeasible inference
is not expressible. Insteadof "presumablyfalse”| thereforeusethe weakernotion of "possibly
false”, which says that updating with the negationof a given update does not lead to a
contradiction. Obviously the excludedalternativesshouldbe possiblein the input stateof the
hearer; otherwisethis restrictionis trivially met. Another point is that we do not know what
dternatives are sdient in an actua context. But | think it is legitimate to assume that there is at least
onealternativewhich is affectedby the felicity conditions. Otherwise focusing would be useless.
Therefore | propose the following felicitiy conditions for assertive sentences:

If theupdatea is theinterpretatiorof anassertivesentencend¢ theinterpretatiorof a
focused condtituent of that sentence, tham is a felicitous update in a context ct iff there is
at least one alternativg ¢'/d] to a such thatp' is comparable t¢ and salient in ct and

i) ct= Ca[d'/d]

i) ctfa] = o~a[dVP] ¢

Now let us turn to our example (17a), which is repeated here.

(25) a[iopic THREE children] {;mer@are in the GARden]
b top[3x.children(x) A card(x) = 3] A 3t.presentt) A in_the_garde(x,t)
c top[3x.children(x) A card(x) = n] A 3t.present) A in_the garde(x,t)

The interpretationof (25a)is (25b). Sincethe cardinaladjectivethreeis in focus,theremustbe
some natural number n such that (25c) fullfills the mentioned felicity conditions. The second one
requires that the output context (20) fullfills the requirement that

(26) (20) = ¢—top[ax.childrenx) A card(x) = n] A 3t.presen(t) A in_the garde(x,t)

Suppose that nissmaler than or equals 3. In (20) itksiown that there are three children playing
in the garden.Therefore(25c)is not a possibleupdatein (20) and(26) cannotbefullfilled. This
leads to the conclusion that n must be greater than 3.

Thefirg condition says that (25c) is a possible update in the input. (21), the minimal input
for (25b), asit ands does not meet that requirement, since there must be n pegs in the input which
areknownto bechildren,andn is greaterthan 3. Therefore we have to extend (21) with a fourth
child-peg to make it a felicitous input.

4a[d'/d] is the update we get by replacidgn o by ¢'. ct[a] is the output context
reached after updating ct with
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27) a b
,B,y,0 «,f,y | 8 T
X t
X -->oefeoy,t-->r1
children(ac o oyed) children(c o oy®d)
card(aePpoy) =3 card(aePoy) =3
present(T)
in_the garden(aefey,t)
O—in_the garden(d,t)

(259) isonly fdicitous in a context which is an extension of (27a). The resulting context is

an extension of (27b). It can easily be seen that (27a) represents exactly the presupposition whicl
(25a) intuitively has.

Things work similar in (17b), which is repeated as (28).

(28) a[,t [, referential timd][ ., mmend Nree CHILDren are in the garden]
b top[3t.present)] A Ix.children(x) A card(x) = 3A in_the_garde(x,t)
c top[3t'.tensét’)] A Ix.childrenx) A card(x) = 3A in_the_garde(x,t’)

As| mentioned above, | suppose that referential time is the topic of thetic sentences. Since
tense, asanon-branching node in syntax, bears the focus feature as a whole, alternatives to it may
be any tempora specification, as indicated in (28c). According to the first felicity condition, (28c)
must be a possible update in every context where (28a) is felicitous. Therefore some temporal peg
besideghe actualreferentialtime T mustbe availablein theinput contextsuchthatit is possible
that there are three children in the garden at that time too. In the context obtained after processing
(28a),it must be possible that there are no three children in the garden at that time. In particular,

it mustbe possible that the three children under discussion are not in the garden at the alternative
time.



WEAK QUANTIFIERS AND INFORMATION STRUCTURE

(29) a b

T |V o«,B,y T |V
X t
X->qofey,t-->1
children(aepeoy®d)
card(aoPeoy)=3
present(t), tense(v) present(t), tense(v)
in_the_garden(aepey,t)
¢O—in_the garden(aefey,v

So (28a) maps a context which fullfills the conditions in (29a) into a context which fullfills
the conditionsin (29b). The nontrivial pointin (29) is thata thetic sentence like (28a) must be at
least potentialy temporally contingent. This implies that the existential reading of weak quantifiers

(and thetic sentences general)disallowindividual level predicatesn the senseof Kratzer('89)
and Diesing('92). Let us take an example.

(30) a*[,1 [, referential tim@][ .ommend WO STUdents are intelligent]
b [+7[.eTWO] students] [, ,meniar€ INTELligent]

(31) a b
o,p v a,p ¥y t
X t X t

X -->oofeoy,t-->1 X -->oaef,t-->1
students(a @) students(c o)
card(a®p) =2 card(aep) =2
present(t), tense(v) present(T)
intelligent(ax e p,T) intelligent(ax e p,t)
O—intelligent(ae @ f,v) O—intelligent(y,t)

(31a), the outputof (30a),is obviously not consistentlf you know that « and p are
intelligent a time 7, you know that they are intelligent at any time. Therefore inist possible that
they are not intelligentattime v. This predictscorrectlythat(30a)is ungrammaticaif you take
intelligent asaindividud level predicate. On the other hand, there is nothing wrong with (31b), the

output of (30b).Hencethe partitive readingis possiblewith eitherstagelevel or individual level
predicates.
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4. Conclusion

To concludethe prosodicpatternsof existentialvs. partitive weakquantifiersin German
indicate a different information structure. The interaction of topic and focus constrains the domain
of information states a sentence can be felicitously updated to. Semantically, both readings of weak
guantifiersare uniformly existential.The differentinterpretationsarisebecausef the different
pragmaticimport of informationstructure Therefore heitherdifferentlexical entriesnor ad hoc
stipulations about the syntactic structure are necessary to explain the relevant facts.

Since the information which isrequired to interpret information structure is heavily context
dependent, it is reasonable to use a dynamic framwork, where the notion of context is central anc
not an additional complication asin traditional (Satic) semantics. To deal with the intuitive old/new
dichotomywhich characterize®oth the definite/indefiniteand the topic/commendistinction, |
decided- following Groenendijket al.('94)- to assuméwo nestedcontextualdomains.Thefirst
one is the domain of discoursereferentsin general(pegs)which restrictsthe interpretationof
topics. Asasubset, there are active referents (variables), that anaphors may refer to. This division
of labour adlowsto characterize the partitive weak quantifiers as "indefinite topics™ without running
into acontradictio in adjecto

The Felicity Conditions for the interpretation of focus do not only account for the partitive
readingof weakquantifiers,they predict(togethemwith the plausibleassumptiorthatreferential
timeisthetopic of thetic sentences) that individua level predicates are excluded in thetic sentences.
As | showed in Jager('92)this is the key generalizatiorio accountfor the stage/individualevel
contrasts observed by Kratzer and Diesing withowtd hocstipulations about argument structure or
syntax.

5. Appendix: Dynamic Modal Predicate L ogic with Referent System and Plural

Syntax

The Syntaxof DMPL is the syntaxof Modal Predicatelogic with an additionalpropositional
Operator top" and an one-place functor "card".

Model for DMPL

oW = <U,W&E>

U, the universe of the model, is some denumerable infinite set.

W is the nonempty set of possible worlds.

The Interpretation Function<Z mapsthe constantsof DMPL to intensionsin the usualway.
Besidesthis, thereis an derivedinterpretationfunction %% , which shifts the extensionof a
constant from individuals to sets:

For allwe W:

& (c,w) = { X&(c,w)} iff ¢ is an individual constant and

E(PW) = {<ag,. 0 >VXg,e XX E 0, X € a = <Xyp,..,%> € & (Pw)}iff Pis ann-ary
predicate constant.
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Possibilities
<v,n,r,g,w> is a possibility iff
v is a finite set of variables of DMPL,
n is a natural numb&such that |v| < 2,
ris a total function from v into nonempty subsets of n,
g is a total one-to-one function from n into U,
weW.
<v,n,r,g,w>< <v',n',r',g'w> iff

VeV Ansn'ArcrAgcdg.

Contexts

ctis a context iff ct is a set of possibilities and there is a set of variables v such that:
vi[i ect- 3n,r,g,w: i = <v,n,r,g,w>]

This ensures that all possibilities in a context share the variables defined.
ct< ct'iff Vi[i e ct'~» 3jij e CtA ] <]

Semantics of DMPL

Following the usual convention, | write ¢{[instead ofi](ct).
Some further abbreviations:

a) <v,n,r,g,w>¢) = %% (a,w)iff ais a constant,
{g(X)| x € r(a)} iff a €V,
{g(X)| X € a} iff acn,
undefined elsewhere.

b) <v,n,r,g,w>[x]= {<v ,n+m,r[x/m],g',\w>| neN A g' € g}
c) vy =Vvu{x}
d) r[x/m] = Ay.az[xzy -z =r(y)AX =y~ z = (n+m)\n]
e) g, =1{g vy {<n,d;>,....<n+m-1,d>} d;,..d,, € U}
f) ct[x] = U, Ii[X]
g) ct'\ct= {i|j ectAkectAk<jAiejk}iff ct < ct', undefined elsewhere.
h) <v',m,s,h,w>\<v,n,r,g,w= {<v',n,r',g,w>| vX[x € v - r'(X) = r(x) A
Xe VW= r'(X)c nA

{gWlye r(x)} ={hy)l'y e s(x)}

i) CtP(ay,...a)] = {iect] <i(y)....i(e,)> € i(P)}

SA natural number is set-theoretically defined as the set of natural numbers smaller
than n. O is defined as the empty set.
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i) ctfdA¢] =ct[dp][¢]

iii) ctfcard@) = n] = {iect]| |i(@)| = n}
iv) ct[-] = {i ect| 3j: ject[d] A i<j}
v)  ctipve] = ct[~(-pA-y)]

vi)  ctig-y] = ct[~(pA-y)]

vii)  ct[3xd] = ct[x][P]

viii)  ct[vxd] = ct[-Ix~]

iv) ct[od] ={i € ct| ctip] » o}

x)  ctfO0¢] = ct[-0-¢]

xi)  ctltopd] = (ct[Od][P])\ct

Context Representation Structures

A CRSis a 4-tupel <V,P,R,Con> such that:

- Vis a finite set of DMPL variables,

- P is a finite set of peg-variables (written as Greek letters),

- R is a one-to-one function from V in& (the closure of P undej
- Con is a set of CRS-conditions.

X € oP iff
-xePor
- X = yeoz and y,ze P

An Atomic CRS-condition isapair of an n-ary DMPL-predicate and an n-tupel of elementseBf
An Modal CRS-condition is a sequence of™ and a atomic CR-condition.
A CRS-condition is either an atomic or a modal CR-condition.

The e-closure of a functionf from P into n is the function ef from &P into 2" suchthatfor all
X,yeeP:

- of(X) = {f{(X)} iff x € P,

- ef(xoy) = &f(X) U &f(y).

A context ctsupports an atomic CRS-condition P(x..,x.) under f iff :
Viect: <(i(ef(xy)),....i(ef(X)))> € i(P).

A context ctsupports a modal CRS-conditioaiP(x;,...,x,,) under f iff :
diect: <(i(ef(x)),...,i(ef(X,))> € I(P).

A CRS <V,P,R,Conx*epresents a context ct iff for all <v,n,r,g,w= ct:

a) Vv,
b) there is a one-to-one function f from P into n such#xteV - r(x) = of(R(X))],
C) ct supports every element of Con under f.
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