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Introduction

From the workshop description

“The workshop starts from the null hypothesis that diachronically
stable properties are those that appear as the typologically most
frequent ones, and that cross-linguistic rarity correlates with
diachronic instability.”

Inferring diachronic stability of a feature from its typological
frequency is potentially fallacious for three reasons:

1. Processes of different rates may lead to identical equilibrium
distributions.

2. Individual languages are not independent random samples,
since genetically related languages are likely to have similar
typological profiles.

3. The stability of a feature value might depend on the value of
other, correlated features.
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Frequency, stability, and Markov
chains
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Rainy days per year in Mumbay and Rome
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https://weather-and-climate.com

Rainy days per year in Mumbay and Rome

source: https://weather-and-climate.com
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Phylogenetic structure
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Phylogenetic structure
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Phylogenetic structure
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Branching process
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Phylogenetic non-independence

» languages are phylogenetically structured

> if two closely related languages display the same pattern,
these are not two independent data points

= we need to control for phylogenetic dependencies
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Phylogenetic non-independence

Maslova (2000):

“If the A-distribution for a given
typology cannot be assumed to be
Stationary, a distributional univer-
sal cannot be discovered on the
basis of purely synchronic statis-
tical data.”

“In this case, the only way to dis-
cover a distributional universal is
to estimate transition probabil-
ities and as it were to ‘predict’ the
stationary distribution on the ba-
sis of the equations in (1).”
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The phylogenetic comparative
method
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Estimating rates of change




Estimating rates of change

> if phylogeny and states of extant languages are known...

P ... transition rates and ancestral states can be estimated
based on Markov model
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Inferring a world tree of languages
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From words to trees

Swadesh lists.

similarities

cognate classes

phylogenetic:

training
pair-Hidden Markov Model

applying
pair-Hidden Markov Model

classification/
clustering

Bayesian
phylogenetic
ference

13/29



From words to trees

Swadesh lists
training
pair-Hidden Markov Model

similarities

applying
pair-Hidden Markov Model

classification/
clustering

cognate classes

Bayesian
phylogenetic

. feren
phylogenetic: Srence

concept

tu

unus
duo

persona, homo
piskis

kanis
pedikulus
arbor

13/29



From words to trees

Swadesh lists.

training
pair-Hidden Markov Model

sound
similarif
pplying
pair-Hidden Markov Model

classification/
clustering

cognate classes

character matrix

Bayesian
phylogenetic

feren
phylogenetic Srence

Dt e

13/29



From words to trees

Swadesh lists.

training
pair-Hidden Markov Model

sound
similarities

pplying
pair-Hidden Markov Model

word alignments

classification/
tering

cognate classes

Bayesian
phylogenetic
. inferen
phylogenetic: Srence
tree

Language fishis _tongueri  smoke:t
“Abui-Atangmelang  -af-u
Abui-Fuimelang “atu
ang asb--
Blagar-Bakalang  -ab--
Blagar-Bama anbo-
Blagar-Kulijahi “a--
Blagar-Nule asb-e
Blagar-Tuntuli asb--
Blagar-Warsalelang  -ab--

Bunaq

Deing hat--
Hamap Tabo-
Kabola hab-
Kaera-Padangsul  -ab--
Kafoa e
Kamang frosey
Kiraman e
“ob-t
“ab--
-ap-t
antoi
anb--
hato-
hat--
fre
xafo-
“ap-t
hap--

13/29



From words to trees

Swadesh lists.

training
pair-Hidden Markov Model

sound

similarities
pplying

pair-Hidden Markov Model

word alignments
classification/
tering

cognate classes

Bayesian
phylogenetic

. inferen
phylogenetic: Srence
tree

Tagish__ Spanish Mordern Groek
T ik mry
yek usterss, tuic
persania  porsonak
B34 peskadoik, pesih
asgh porotd
Wt ageain
stonih  piedrain
A fuego
o A sendach
ul wln yemo:
e meA mevo
[ ——

13/29



From words to trees

Swadesh lists.

training
pair-Hidden Markov Model

similarities

pplying

pair-Hidden Markov Model
word alignments
classification/
clustering

cognate classes

character matrix

Bayesian
phylogenef
inference

phylogenetic:

TNG. ENGAN . MATBI

NG. FASU. NAMUMT

- AWARA

. ONG
TNG. FINISTERRE - HUON . BURUM
TNG. FINISTERRE -HUON . BURUM _MI!
TNG. FINTSTERRE -HUON . DEDUA

E

ND:

TNG. F! _KATE

_KOMBA
KOSORONG

F
TNG. FINISTERRE -HUON . MAPE
TNG. FINISTERRE -HUON . MAPE_2
TNG. FINTSTERRE -HUON  MIGABAC
MINDIK

TNG. F! _HOMOLILT

NG. F. _NABAK
TNG. FINISTERRE -HUON . NANKINA
TNG. FINISTERRE -HUON . NEK
TNG. FINTSTERRE - HUON . NUKNA
TNG. F! no

NG, F |SELEPET
NG, F TIMee
TNG. FINISTER

TNG. FINISTERRE -HUON . WANTOAT
TNG. FINTSTERRE -HUON . YOPNO
TNG. GOTLALAN. AFOA

TNG. GOILALAN . KUNIMAIPA

TNG. GOILALAN . MAFULU

10000000+

10060000+

13/29



From words to trees
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From tree to forest

» branch lengths within Glottolog families estimated from lexical
data

» calibration: Proto-Austronesian ~ 5,000 years

» branches above family level effictively set to infinity

il
. % i Wl MW o WIHHM




Case study 1: Rare consonants
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Synchronic statistics

» data: ASJP word lists (word lists from ca. 6,000 living
languages and dialects; Wichmann et al. 2016)

> variables:
> voiceless and voiced dental fricative (transcribed as 8)
» voiceless and voiced uvular fricative, voiceless and voiced
pharyngeal fricative (transcribed as X)

8 X
raw numbers 334 378
average 57% 6.6%
weighted by family ~ 14.6  22.2
average 4.6% 7.0%
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Dental fricative
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Phylogenetic estimates

8 X
equilibrium probability 5.5% 7.4%

half-life present (kyrs) 1.8 46
half-life absent (kyrs)  30.1 58.4
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Case study 2: Major word orders
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Statistics of major word order distribution

> data: WALS intersected with ASJP
> 1,045 languages, 211 lineages

Raw numbers Weighted by lineages

SOV SVO VSO VOS O0VS 0sv SOV SVO VSO VOS OVS OSV
491 442 79 19 11 3

0% 2% Ten L8 L1% 03% 139.1 493 118 4.7 4.5 0.8
. 8 g 5 - - 66.3% 23.4% 5.6% 22% 2.1% 0.4%

by language by family

1000 O

pattern |

= o 1 panz:v
svo Hso

Wy Hvo

W vos M vos

Mo How
osv

osv

500

100

frequency frequency

20/29



Phylogenetically estimated Markov process
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Case study 3: Word order and case
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Statistics

> data: WALS intersected with ASJP
» 204 languages, 103 lineages

Raw numbers

no case/OV  no case/VO case/OV case/VO
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8.3% 31.4% 46.1% 14.2%

raw frequencies
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case ® no e yes

VO vs. OV

word order e OV ¢ VO
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case + word order
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Phylogenetically estimated Markov process: features
individually
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Phylogenetically estimated Markov process: dependent

features
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Conclusion

28/29



Conclusion

P connection between cross-linguistic frequency and diachronic
stability is loose at best
» to assess diachronic stability, we need information on
» phylogenetic structure
» branch lengths
> stability of feature values may depend on other features —
potentially complex causal network between typological
variables, waiting to be explored
> todo:

» comparison to related but different approaches, such as
Bickel's Family Bias Method (Bickel, 2013) or Greenhill et al.’s
(2017) approach

» factoring in language contact

» non-homogeneous Markov chains?
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